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What is in this guide

This user guide gives you step-by-step
instructions on how to setup and use
the StorView Storage Management RAID
Module software. This manual supports
the RAID and Expansion enclosure stor-
age systems listed in the Related Docu-
mentation section.

Who should use this guide

This user guide assumes that you have a
working knowledge of storage appliance
products. If you do not have these skills,
or are not confident with the instructions
in this guide, do not proceed with the in-
stallation.
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1. Introduction

1.1. Overview

StorView® Storage Management software is a full-featured graphi-
cal HTML-based software suite designed to configure, manage, and
monitor storage subsystems. This user guide supports the RAID Mod-
ule of StorView.

The RAID Module provides an extensive set of configuration and
management tools. StorView’s RAID Module is available in two
versions: host-based and embedded. The host-based version s in-
stalled on the host computer system, while the embedded version is
located in the RAID Controller firmware.

StorView's server component discovers storage solutions, manages
and distributes message logs, and communicates with other server
components installed on the same local network and external subnet
networks. StorView has an HTML-based front end, accessed with a
web browser, and provides the interface to the end user.

StorView incorporates web server software as part of the installa-
tion, Apache 2.0, which provides the interface between the server
component and HTML interface. During installation the web server
is automatically configured and requires no further management.
The installation of the web server software is self contained and will
not conflict with other web server software currently installed on your
system.The license agreement is found in the preface section of the
StorView Storage Management Software Installation Guide.

1.2. Inter-Server Communication

1.2.1. Multicast

StorView's server component uses multicasting technology to pro-
vide inter-server communication with other servers when the Global
Access license is installed. During the server's initial start-up, it per-
forms a multicast registration using the default multicast IP address
of 225.0.0.225 on port 9191. Once registration is complete, the
server is able to receive all packets sent to the multicast address.

All packets sent to the multicast address will remain in the local
network, unless an explicit server IP address outside the subnet is
added in the “Inter-Server Communication” Explicit StorView Server
IPs Preference Seftings. The inter-server communication abilities pro-
vide StorView with remote monitoring of other installations of Stor-
View and their monitored storage systems.

StorView has the ability to communicate with any StorView instal-
lation on the local network. These other StorView server’s are dis-
played on the Main screen and are listed under the “Other Servers”
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section. They display the IP address, name, and an overall status of
that server’s monitored storage solution. They indicate the status of
a monitored server storage solution, by the server icon changing to
one of a few different states, refer to section 2.1.4. Server Sidebar
and Top Section.

Each server sends a “check-in” packet in 10 second intervals. Once
an initial check-in packet is received, all StorView servers will know
the existence of the other servers. If a server fails to send three check-
in packets, the other servers will mark that server as “missing.” This
is indicated by a white “Server” icon displayed on the Main screen
under the “Other Servers” section.

When the server service that “owns” the monitored storage solution
is down for any reason and three check-in packets are not received,
the monitoring will automatically be transferred to another StorView
server.

1.3. License Manager

StorView has two different licenses, an Access License and the Fea-
ture License.

1.3.1. Access License Limits

The StorView Access License has different limits for each of the two
RAID module versions of StorView. The host-based version has Local
Access and Global Access, and the embedded version has Remote
Access and Global Access. Refer to section 4.2. Upgrading the Ac-
cess License.

The Local Access is the default license of the host-based software. It
provides the basic control, management and monitoring of the lo-
cally attached storage solution.

The Remote Access is the default license included with the embed-
ded version. It provides the same functions as the Local Access li-
cense except it also provides support for server failover and remote
login. Remote Access does not support features such as E-Mail no-
tices, SYSLOG, and SNMP, however it does offer an upgrade path
to the Global Access license.

The Global Access license is offered through a licensing program.
Global Access provides the capabilities of the Local Access plus re-
mote functions like login, configuration, monitoring, and alert notifi-
cations via E-Mail, SYSLOG and SNMP. With Global’s remote login
and management, the user
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can focus or log-in to a different storage solution that is not locally
attached to the host, this allows you to manage and monitor other
remote solutions from just one location.

1.3.2.

The Feature License enables the full use of the SAN LUN Mapping
feature and/or the Snapshot feature that are incorporated into the

Feature License

RAID Controller firmware. To access the License Information, click
the Controller icon on the Main screen and then click the LICENSE
INFORMATION button at the bottom of the Controller Information
window.

The RAID Controller is provided with a 15 day grace period license
for users that upgrade from a previous version and had a valid con-
figuration. This time period allows the user to continue operating
while they contact their provider to obtain a free unlimited license as
part of the upgrade.

For new users, you may purchase a full unlimited license. During the
grace period you will receive a daily reminder of the number of days
remaining on the grace period in the SAN LUN Mapping window
and through an event.

If, for some reason you allow the grace period to expire, your SAN
LUN Mappings will be retained and protected until you enter a valid
license key which will restore access to the mapped drives.

A limited Snapshot license is also included with the RAID Controller
which allows for one Overwrite Data Area (ODA) to be created and
four Snapshots per logical drive.

You can purchase a full Snapshot license which provides up to 256
Overwrite Data Areas (ODASs) to be created and up to 64 Snapshots
for each of the logical drives until a maximum of 512 snapshots
are created. You can setup and configure a variety of combinations
depending upon your storage needs.

A licensing upgrade path to the maximum full Snapshot feature li-
cense is provided from the License Information screen by submitting
a license key for a full license or by attempting to exceed the limited
license, see Fig. 06.

If you intend to use the Snapshot feature and choose to have access
to the ODA logical drive from your operating system or VSS, you
must SAN LUN Map the logical drive. Therefore, you will need a
combined Snapshot license and a SAN LUN Mapping license.

To upgrade, you will need to provide your Configuration WWN to
obtain a license key. The Configuration WWN is displayed in the
License Information window.

Introduction

St View

Controller Time :

Operations

- Status Left Contralier (C0)
Z Controller: ok
| Battery : 1Ok
O Hardware/Firmware
= 12MB
g Firmware Version : 3.7 Build 0002
:E| CPLD Version : 04
= Boot PROM Version : 0022
9 Actual WWN : 20000050CC2001C2
e Configuration
Configuration WWN : 20000050CC2001C2
Left Pord{P0) : Up (2 Gbit, ID: )
Right Port{P1} Up (2 Gbit, ID: 5}

Tue 27 Jan 2009 11:10FM

RESET I SHUTDOVUN I

UPDATE CONTROLLER A

CONTROLLER

Right Controller (C1)
MoK
10K

B00MHz/512MB
2.7 Build 0002
04
0022
20000050CC2020C2

20000050CC2001C2
Up (2 Ghit, ID: 4)
Up (2 Gbit, D 5}

Tua 27 Jan 2008 11:10PM

RESET SHUTDOWH

UPDATE EXPANSION FAnt

EXPORT LOGS

CLEAR LOGS

STHCHRONIZE TIME

DIAGNOSTICS DUMP

LICENSE INFORMATION

License Information

Below is your Featured License Information:

“fou may change your featured license key by typing it below and elicking "Submit License Key".

Curtent License Key

Configuration N

Snapshot License Information

Licensed Number of Dvenwrite Data Areas (ODAS) [Max: 256]

Licensed Number of Snapshots per Logical Drive [hax: 64]

Licensed Mumber of Controllers [Max: 2]

Evaluation Days Remaining

Evaluation Days Remaining

SAHN Mapping License Information

License Key

/A

20000050CC203630

1
4
2z

Unlimited

Submit License Key I
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The following illustration provides an explanation of the fields of the
licensing Information window.

The first two items display the License Key, if a license key has
been entered and accepted, and the Configuration WWN (used
to create the license key). It is recommended to make a written
record of the License Key and Configuration WWN.

Snapshot License Information section displays two possible li-
cense options, both will indicate “unlimited.” One set of values
represents the default limited license which provides for one
ODA, four snapshots and the number of controllers that can be
snapshotted (1 or 2). The other set of values represents a full un-
limited license which provides for 256 ODAs with 64 snapshots
per logical drive up to a maximum of a total of 512 snapshots
and the number of controllers that can be snapshotted.

In the SAN LUN Mapping License Information section displays the
number of days remaining on the 15 day grace period license. An
event will occur each day redundantly warning about the remaining
number of days. For those who purchased a full license, or those
who upgraded, you will see “Unlimited.”

To activate a feature license:

Enter the license key and click the Submit License Key button. The
current license key will be displayed (Fig. 05).

Feature Licerse Key
Configuration WWN used
far Licansa Koy N
.\ Betowte your FeutradLicanes idormatin:
TS PR o S abated eanat by by i s dd b b i Ky
] St s by RN LW N CERPE UL AL
Humber of ODAS allowsd Cantrpuuaton W a0o00080cC200C
Number of Snapshats i
alkowed per Logical Drive e 1 . "
g2 Lirssnd Mmbar o4 Earbrtan Mhae 2] 2
Mumber of Controller's | Bustuston Das Ramaining Ui
Licensed lo use Snapshet " L
- SAN LUN Mapping Licensa Information
Indicates the number o —
of dinys remaining an
e, race e, Licersa ey | Subentt Licenwa Key
(Unlimites indicates a full koansa. )
License Information
Below is your Featured License Information:
“You may change your featured license key by typing it below and clicking "Submit License Key".

Current License Key HNi&
Configuration WnirN Z0000050CE203630
Snapshot License Information
Licansed Number of Dwenwite Data Areas (ODAS) [Max: 256] 1
Licensed Number of Snapshots per Logical Drive [hax: 5] 4
Licensed Number of Cantrollzes [ 2] z
Evaluation Days Remaining Unlimited
SAMN Mapping License Information
Evaluation Days Remaining Expired

License Key | Submit License Key

License Information

Below is your Featured License Information:

“fou may change your featured license key by typing it below and elicking "Submit License Key"

Current License Key 26MWOCRMMR REMBRUY N C6 R P2 2hM23 B bbb A5
Canfiguration WAirN 20000060 CC203630

Snapshot License Information

Licensed Number of Owenwite Data Areas (ODAS) [Max: 256] 266
Licensed Number of Snapshols per Logical Drive [Max 64] 64
Licensed Number of Controllers [Max: 2] z
Evaluation Days Remaining Unlimited

SAH Mapping License Information

Evaluation Days Remaining Unlimited

License Key Submit License Key
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If you aftempt to exceed the limited Snapshot license, you will re-

ceive the message in Fig. 06. License Exceeded

You have reached the limit for licensed ODAs!

You will have the option to upgrade the Limited Snapshot license i ik R e Thoka by etliking Hia "Ubigeiice: s butiors

from that screen. Click the “UPGRADE LICENSE” button and enter below.

a new license key to enable the maximum license. You may also

upgrade the license at any time by clicking the Controller icon and Hesed M mbes o tneis sl e el iy
Cumant Number of Ovensrite Data Areas [ODAs) 1

then the LICENSE INFORMATION button (See Fig. 06).

UFPGRADE LICENSE CANCEL
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2. Quick Tour

2.1. The Work Area

The StorView work area consists of the Main screen and its dia-
log windows for performing specific functions. On the Main screen
you will find the Toolbar, sections for Arrays and Logical Drives, an
Enclosure section and a Server section. Through the use of interac-
tive components, animated icons, and mouse over information an
intuitive, easy-to-use approach is provided to manage your storage
solution.

Primary configuration functions include creating disk arrays, logical
drives, LUN mapping and assignment of spare drives.

You also have access to advanced features that allow for array and
logical drive expansion, optimizing controller parameters, rebuild-
ing arrays, managing E-Mail notices of events, SYSLOG, and SNMP
traps, reviewing event logs, and analyzing system statistics.

)

St--1View*

Tecewwrcar] v | asr |

D i 2w
privn
163 5.4 308

Loe8 Iﬂl{m mtn‘ll
. ye—

Configu ation

Create Array

Create Logical Drive AA LUN Magping | \ View Statistics  \_Advanced Settings

SILE e BREL  EET R BN

vﬂﬂﬂm’cur

Configuration

/
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2.1.1. Tool Bar

These icon buttons appear at the top of the work area and define the

tool bar section of the work area. They provide a one click access

to primary functions.

NOTE: Throughout the interface, holding the mouse pointer over

an icon will display a pop-up window with information specific to

the object.
Button Description
Create Array This button will open the Create Array

Create Logical Drive

SAN Mapping

Logical Drive Statistics

Advanced Settings

Archive Configuration

window allowing the user to create
new disk arrays.

This button will open the Create Logi-
cal Drive window allowing the user to
configure new logical drives.

This button will open the SAN LUN
Mapping panel which allows the user
to further customize logical drive
availability.

This button opens the Statistics win-
dow.

This button opens a window from
which you may change controller
parameters.

This button will open a window from
which you may choose to save, re-
store, or clear the configuration. Note
when clearing a configuration this will
delete all arrays and logical drives,
as well as the data on those logical
drives.
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2.1.2. Enclosure Section f

This section displays the front and rear views of the RAID enclosures

SoView |

Tewsronr] wer | ssour

and expansion enclosures. me —
Ll
continued on the next page >> mensmos |
Tri GFET S RAY, TERt RN el
Ao Lo B bees () ke gt
® ai a0 Wit E o
ramars B = Dates [

 cncit na T Pyl

1o open the Drive o
& oty Animated Drive

5 [es SAS-SATA Channel Cards

-~

Fig. 09 - Enclosure Section
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Enclosure Section

Description and Condition

Drive Status Icons: These icons appear on the front of the enclosure on the Main screen and provide an instant view of the status of disk

drives as well as drive location and clicking the icon will open the Drive Information window.

Array Member

Array Member - Spun down

Available

Available - Spun Down

Dedicated Spare

Dedicated Spare - Spun down

Empty
Failed
Global Hot Spare

Global Hot Spare - Spun down

Missing

Initializing

Rebuilding

Locate

Critical

Updating Firmware

LA

i

INITIALIZING

E

REELILDING

=
&

| CRITICAL

| —

LUPFDATING

Array Member - Disk drive is a member of an array.

Array Member (Spun-Down) - Disk drive is a member of an array but is
spun down under APM.

Available - Disk drive is online and available for use in an array or as a
hot spare.

Available (Spun-Down) - Disk drive is online and available for use in an
array or as a hot spare but is spun down under APM.

Dedicated Spare - Disk drive is marked as a dedicated spare to an array.
Dedicated Spare (Spun-Down) - Disk drive is marked as a dedicated
“cold” spare to an array but is spun down under APM.

Empty - Disk drive slot is empty.

Failed - Disk drive has failed.

Global Hot Spare - Disk drive is a global spare.

Global Hot Spare (Spun-Down) - Disk drive is a global “cold” spare but

is spun down under APM.

Missing - Indicates that StorView is unable to determine the Initializing -
Disk drive is a member of an array being initialized. status of the drive.

Initializing - Disk drive is a member of an array being initialized.
Rebuilding - Drive members of an array are in rebuild mode.

Locate - Clicking the “arrow” icon next to the “specific array” in the Ar-
rays section will display an “arrow” icon on all the drive members of that
array in the front enclosure view.

Critical - Drive(s) are members of a fault tolerant array and are in a non-
fault tolerant state.*

Updating Firmware - This icon will appear when the subject drive’s firm-
ware is being updated.

continued on the next page >>

*With RAID 6 disk arrays, the loss of a single drive does not place the array in a non-fault tolerant state. The drive status icon is the same for single

or dual drive failures. To verify whether the array is in a Non Fault Tolerant vs. Fault Tolerant Warning state, identify the number of drive failures

for the array. Two drive failures will put the RAID 6 array in a non fault tolerant state. Passing the mouse pointer over the status icon (yellow) will

display the array’s status, also in the Array Information screen the status is displayed.
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Failed Array Member

Failed Array Member - Spun Down

Expanding

Verifying

Unsupported

Unsupported

FAILED ARRAY

i
Az NG

Quick Tour

Failed Array Member - This icon will appear on all disk drives that are
members of an array that has failed. For example if you remove a drive
from a RAID O array or a drive in that array fails, the remaining drive
members will have this icon displayed indicating that array has failed.
If you accidentally remove the wrong drive in a critical redundant array
(RAID 5) instead of the failed drive, that array will have failed and its
member drives will have this icon displayed. Re-inserting the drive that
was accidentally removed will put the drive members back to a critical
state in which the array is being rebuilt.

Failed Array Member (Spun Down) - This disk drive is a member of an
array. It has failed and was spun down under APM.

Expanding - This icon is displayed on the drive members whose array is
expanding.
Verifying - This icon is displayed on the drive members whose array’s parity

data is being verified.

Unsupported - This icon is displayed when a drive does not match the other
drives for the array. There are two images, one is for when the drive is a
member of an array and the last one is when it is not a member of an array.

Enclosure Component Icons: The following icons appear on the Main screen in the Enclosure section. They provide an instant view of the

operating status of the enclosure components, and clicking the icons will open the Controller Information window.

RAID Controller - Normal

RAID Controller - Error

RAID Controller - Empty

1/O Module - Normal

|/O Module - Error

I/O Module - Missing

I/O Module - Empty

12big rack fiber RAID Controller -
Normal

Normal - RAID Controller is operating normally.

Error - A RAID Controller has failed in an Active-Active topology or the
backup battery has failed.

Empty - This icon represents the empty controller slot for future expansion.
A blank plate is shown.

Normal - LaCie 12big rack serial I/O Module is operating normally.

Error - The LaCie 12big rack serial I/O Module has failed.

Missing - The LaCie 12big rack serial I/O module is missing from the slot.

Empty - The LaCie 12big rack serial I/O module is removed and a blank
plate is installed.

Normal - RAID Controller is operating normally.
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Enclosure Section

12big rack fiber RAID Controller -

Error

12big rack fiber RAID Controller -

Empty
Disk I/O Module - Normal

Disk I/O Module - Error

Disk I/O Module - Missing

Disk I/O Module - Empty

Fan Icon - Normal

Fan Icon - Fan 1 failed

Fan lcon - Fan 2 failed

Failure

Power Supply Icon - Normal

Power Supply Icon - Failure

Power Supply Icon - Missing

lcon

AN A
PAILED:

FAILURE

B

rRLLRE

Description and Condition

Error - A RAID Controller has failed in an Active-Active topology or the
backup battery has failed.

Empty - This icon represents the empty controller slot for future expansion.
A blank plate is shown.

Normal - Disk I/O Module is operating normally. (12big rack fiber only)

Error - Disk I/O Module has failed. (12big rack fiber only)

Missing -Disk 1/O is missing from the slot. (12big rack fiber only)

Empty - Disk I/O is removed and a blank plate is installed. (12big rack
fiber only)

Normal - Both fans are operating normally.

Fan 1 Failed - One fan in the fan module has failed. The fan which failed
will be indicated on the icon.

Fan 2 Failed - One fan in the fan module has failed. The fan which failed
will be indicated on the icon.

Failure - Both fans in the fan module have failed or the cooling fan module
has been removed.

Normal gray icon indicates that the power supply is operating normally.

A red flashing icon with “Failure” displayed indicates that the subject power

supply has failed.

A solid red icon indicates that the power supply is missing.

continued on the next page >>
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Power Supply Icon - Unknown Unknown - This icon indicates the enclosure power supply information

from the SES processor or SAF-TE processes is missing or invalid.

Alarm Monitor Icon - Off This icon indicates the alarm is silent.

Alarm Monitor lcon - On This icon indicates the alarm is On (Continuous), On (Intermittent), or On

(Remind).

Alarm Monitor Icon - Mute This icon indicates the alarm is muted.

Alarm Monitor Icon - Disabled This icon indicates the alarm is disabled.

Note: Clicking the icon will open a window fo manage the alarm.

Enclosure Temp. Icons: Enclosure temperature icon is displayed just above the rear enclosure
icon and indicates the status of the enclosure temperature.

Enclosure Temp. Icon - Normal M Normal - This icon indicates that the temperature is normal. It appears
green.

proaching the established threshold.

Enclosure Temp. Icon - Failed Failed - This red icon indicates that the enclosure temperature has reached

Enclosure Temp. Icon - Warning u Warning - This yellow icon indicates that the enclosure temperature is ap-
U or exceeded the enclosure temperature threshold. (If the fans are oper-

ating normally and the air flow temperature seems normal it may be an
indication that the temperature sensor is faulty.)

Enclosure Temp. Icon - Missing ! Missing - This icon indicates that the information from the SES regarding
-I!r the sensors is invalid or missing.

Rear Enclosure Icon - 12big rack Normal - All components are operating normally.

fibre

Communication Error- The SES process has lost communication with the
enclosure, indicated by the icon becoming grey or dim. Or you have dis-
abled “Enclosure Support” in the Controller Advanced Settings window.

Rear Enclosure Icon - 12big rack Normal - All components are operating normally. (Used with 12big rack

fibre expansion fibre only)

Communication Error- The SES process has lost communication with the
enclosure, indicated by the icon becoming grey or dim. Or you have dis-
abled “Enclosure Support” in the Controller Advanced Settings window.
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2.1.3. Array and Logical Drive/Snapshot
Section

Table 03 - Array and Logical Drive/Snapshot icons

Array and Logical
Drive Section

Description and Condition

Array Status lcons: These icons are found in the Array section
and depict the current state of the specific component.

Status is ok.

. Green (Normal)

Indicates a drive component in a
RAID 1, 10, 5, 6 or 50 array has
failed and the array is no longer fault
tolerant, or the array is in a rebuild
cycle.

._.! Yellow (Warning)

For RAID 6 arrays, it indicates 1 or 2
drives have failed. See Drive Status
lcon “Critical” state.

Indicates an array is invalid or offline
due to an error:

. Red (Error)

RAID O = One drive has failed.

RAID 1/10 = Two drives have failed
from the same pair.

RAID 5 = Two drives have failed.
RAID 6 = Three drives have failed.

RAID 50 = Two drives have failed
within the same sub-array.

Logical Drive Status Icons: These icons are found in the Logi-
cal Drive section and depict the current state of the specific
component.

Status is ok.

. Green (Normal)

Yellow - Indicates the logical drive is

'_I Yellow (Warning) part of an array that is degraded.

For logical drives consisting of RAID 6
arrays, it indicates 1 or 2 drives have
failed. See Drive Status Icon “Critical”
state.

continued on the next page >>
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Fig. 10 - Array and Logical Drive Section
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Array and Logical
Drive Section

. Red (Error)

Description and Condition

Red - Indicates the logical drive is part
of an array which is invalid or offline,

RAID O = One drive has failed.

RAID 1/10 = Two drives have failed

from the same pair.
RAID 5 = Two drives have failed.
RAID 6 = Three drives have failed.

RAID 50 = Two drives have failed in
the same sub-array.

ODA Status Icons: This icon is found in the Logical Drive sec-

tion adjacent to the Snapshot enabled logical drive and depicts

it's current state.

During a Snapback operations, a status bar displaying the per-
cent complete will appear under the Logical Drive icon.

Normal
H Warning

Failed

ODA is OK.

ODA is reaching capacity. Free up
ODA space by deleting unneeded
snapshots. A warning will appear
when a minimum amount of space
remains on the ODA. The specific
amount is dependant on the size of
the ODA.

The ODA has run out of space. All
snapshots are invalid. In order to re-
sume operations, delete all snapshots.

m Trusted Array Icon: This icon is found in the Array section,
adjacent to a disk array. It indicates that the array has been

trusted.

NOTE: At the top of the Arrays, Logical Drives and Snapshot sec-
tion are values displayed in parenthesis next to each title. The value

indicates the total number of Arrays for the storage solution, Logical

Drives for the storage solution and total number of Snapshots taken

for the storage solution.
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2.1.4. Server Sidebar and Top Section

Table 04 - Server section icons

Server Section Description and Condition

StorView Server Icons: These icons will appear on the Server
Sidebar section on the Main screen. They depict the current
server and discovered servers. The icon will indicated the status
of the server components by changing its color and state.

Normal Normal Gray - Status is ok.

Warning Flashing Yellow - Indicates a server
warning that a device connected is in
degraded mode.

Error Flashing Red - Indicates a server error
or device malfunction.

Remote StorView Servers Icon (Global License)

Normal Normal Gray - Status is ok.

Warning Flashing Yellow - Indicates a server
warning that a device connected is in
degraded mode.

Error Flashing Red - Indicates a server error
where a device has malfunctioned.

continued on the next page >>

Fig. 11 - Server Sidebar Section
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Remote StorView Servers lcon Flashing White - The server has not responded in at least 40 seconds and
is considered missing. If you would like to remove the missing server from

the list, click the Rescan button. This will refresh the screen with a current

list of discovered servers.

User Icon (located adjacent to Represents each user logged into the StorView server you are monitoring.
Server icon) Placing the mouse pointer over the icon will display the IP address, host
name and the user name.

uyn

Storage Solution Icon (displayed for each storage solution): You will also see the warning “1”, error, and unknown icons for unfocused stor-

age solutions that are being monitored as well.

Normal Normal Gray - Status is ok.

Warning Flash Yellow with red “I” - Indicates a component in the storage solution
is in degraded mode.

Error Flashing Red - Indicates a component in the storage solution has mal-
functioned.

Unknown Flashing Red with “2”- Indicates that the storage solution was there at

startup but now cannot be located.

Storage Solution: Unmonitored This icon indicates that another StorView server is monitoring this storage

solution, or if you just performed a rescan then the StorView servers are
still determining which StorView server will take control of the monitoring
of the storage solution.

Controller Icons: These icons represents the RAID Controller installed in the enclosure. For duplex systems (Active-Active), a dual controller
image is displayed.

Normal E A green icon represents a normal operating system.

Normal

Error A flashing red icon appears if the controller’s backup battery unit has
failed, or in Active-Active topologies when the partner controller has
failed.

Module Tabs: RAID Module The tab appears at the top of the Main window and when selected will

RAIDy

o focus the monitoring and management functions to specific systems types.
This tab will flash yellow if a warning condition occurs and red if an error

condition occurs.
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2.2. How to Use this Document

The design of this user guide is to introduce StorView to its users,
provide an explanation of the interface through this quick tour sec-
tion and provide a step-by-step approach to configuring the network
seftings when using the embedded version. If you are using the host-
based version you may skip Chapter 3.

The Getting Started chapter will walk you through starting StorView,
upgrading the access license if necessary, and configuring E-Mail,
SYSLOG, SNMP, and additional monitoring.

Chapter 5 will step you through the entire process of configuring the
storage solution from defining disk arrays, assigning hot spares, and
configuring the logical drives.

The remaining chapters deal with the more advanced features such
as Snapshot, SAN LUN Mapping, controller environment monitoring
and optimization, and modifying controller operational parameters.
You will also find information on advanced power management and
performance options in the latter chapters.
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3. Embedded StorView Setup

3.1. Embedded Network Settings

Note If you are using only the host-based version of StorView, you
may skip this chapter.

After completing your hardware set up, ensure you have a shielded
Cat 5 or better Ethernet cable connected to the controller’s net-
working port (StorView Embedded Module port (RJ-45)) and your
network hub or host computer Ethernet port. If you are connecting
to the network hub use a standard Ethernet cable, if you are con-
necting fo your host port use a cross-over Ethernet cable. The first
time you start Embedded StorView, you must configure the network
seftings.

Upon start-up, embedded StorView looks at the user Preferences
Settings to determine if an IP address exists. If one is defined it will
initialize the network interface using that IP address.

In the event an IP address is not defined, it attempts to get a DHCP
IP address. You will need to contact your network administrator for
the IP address assigned by the DHCP server. To identify the new IP
address lease, one can look for “esv0” or “esv1”” in your DHCP
Manager software.

If an IP address cannot be determined, the software will use a de-
fault IP address of “10.1.1.5” for Controller 0 and “10.1.1.6" for
Controller 1. If your network does not have a DHCP server, then set
the host IP address to 10.1.1.20 and the subnet mask to 255.0.0.0
and run the wizard again. If an error is encountered, the embedded
StorView Server will have the IP address of “10.1.1.7" assigned to it.

A tool is provided to configure new embedded StorView modules.
From a Windows platform, it is accessed via the Embedded StorView
Setup Wizard link on the disc navigation menu and on Linux it is ac-
cessed via a command line executable.

3.1.1. Configuring Network Settings using
the Wizard

When the Embedded StorView Setup program is run, it will broad-
cast UDP packets and any embedded StorView module will reply
with UDP packets containing their information. A list of “Uninitialized
Systems” is displayed. Uninitialized systems are those which have not
had the default user name and password changed.

Even if a configuration is created with arrays and logical drives but
the login name and password have not been changed, it will still be
considered an uninitialized system. During the process of configur-
ing an Embedded Module, you will be required to enter a “new”

password and confirm that password. The default password is the
word “password.”

The Embedded Module is identified by its MAC and IP address. It
may be more helpful during setup to configure one Embedded Mod-
ule at a time. You will find the MAC and IP address by accessing
the VT-100 RAID Configuration Utility, selecting Diagnostics then
choosing StorView Embedded Module Support. Select Enter Stor-
View Embedded Module Menu Mode and choose View Network
Settings.

continued on the next page >>
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&z Embedded Stor¥iew Setup Wizard il x|

1. Insert the Software and Manuals Disc into your CD drive. The

autorun program will automatically start the navigation menu. Welcome to the Embedded StoiVisw Selup Wizard

The wizard will guide you through configuring the network settings and login passwords for the new
Embedded Storview module. Click the "Next" button ta discaover all available Embedded Storisw
modules and continue with the setup.

2. Click the “Embedded StorView Setup Wizard” link to begin the
configuration.

3. You are presented with a Welcome screen with instructions to
proceed. Review the information.

4. Click the Next button and the wizard will begin searching for
Embedded StorView Modules.

To continue, click the "Next'" buttan

Those Embedded Modules with their default passwords intact <Bak ] e Cancel
are considered an Uninitialized System and will be displayed

with their MAC address in the Uninitialized Systems window (Fig.

14),

5. From the Uninitialized Systems screen, select the MAC address

[~
.

of the Embedded Module you wish to configure. Embedded Sto rd

If you wish to use a DHCP server to assign your IP address, click
the check box “Use DHCP.”

Pleaze wait while the setup wizard discovers all availsble Embedded Storiew systems,

If you wish to manually configure your network setting, enter the
correction information in the appropriate fields. :
Enter a “new” password and enter the new password confirma-
tion. Click the Configure button.

< Back I Iests I Cancel |

# Embedded Stor¥iew Setup Wizard i |

The Embedded Storview Setup Wizard has found uninitialized spstems. & system is defined as
uninitislized if it has the default user name and password.

Select a system fiom the list below, enter the settings for it, then dlick the “Configuie® button. After you
have initialized all systems. you will be shown a list of initialized Embedded Storiew spstems,

Uninitialized Spstems,
WAL [00-03-F4-01-5 |F:192.195.16.106 1. DHCP; I Use DHCP

2 IP Address 192 . 195 . 16 . 106
3. Network Mask:  ['285 . 265 . 286 00

Gateway. 192195 16 . 16
DNS 192.19% . 16 . 45

4
5
6. Mew Password: l—
7,
8

Confim Passwenk [
Ta fipply Seltings.

click Configure: Configure
¢Back | Mew> | Cancel |
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6. If you have additional Uninitialized Systems, select the next MAC
address and choose the appropriate settings from the previous
step.

Once you have completed configuring all the Uninitialized Systems
and have clicked the Configure button, the wizard will display a
popup message indicating all systems have been configured. It will
then re-scan for any Uninitialized Systems and if none are found, you
will be taken to the Initialized Systems screen (Fig. 17).

However, if you wish to only configure one Uninitialized System, the
one you are configuring, and choose not to configure any other
discovered Uninitialized System, click the Next button. The follow-
ing prompt will appear. Click the YES button to continue or NO to
cancel and return to the Uninitialized Systems screen.

NOTE: If someone plugs in a uninitialized module to the network
(same subnet mask) during the time of the rescan or resets a sys-
tem’s password back to its defaults, you will be taken to the Unini-
tialized System screen again.

7. Select the MAC address of the Initialized System you wish to start
and click the Launch button.

8. Your default web browser will open with a login screen. Enter
the login name and password, then click OK. StorView will open
in the browser at the Main screen.

NOTE: If you are finished starting up Embedded Modules, be sure
to select the active Embedded StorView Setup Wizard window in the
Windows Task Bar and click the Close button.

3.1.2. Configuring Network Settings using
the CLI

From a Linux system using a command line interface (CLI), perform
the following:

1. Log in as “root” (password = ).
2. Insert the Software & Manuals Disc into your CD drive.

3. Change directories to the software location. Type:

4. Execute the Setup Tool. From the command prompt, type:

5. Follow the on screen prompts. At the conclusion of the setup

Embedded StorView Setup

9 You have not configured all systems,
.\'_.

To apply changes to a system configuration, press the Configure butkan,

Are wou sure you want to stop configuring systems and see all initialized systems?

#» Embedded StorView Setup Wizard il x|

*ou have finished configuing embedded Storview systems.

Sslect an intialized system from ths list below and click the "Launch Storyisw" button. Embedded
Starview will start and open in your web browser.

{1-51-86] IP:192.195.15.91 Launch Storiew
i1-84] IP:192.135.16.106

coack | Nt
&Emhedded StorYiew Setup Wizard i x|

*ou have finished configuring embedded Storvisw systems.

Select an intialized system from the list below and click the "Launch Storyiew" button. Embedded
Storview will start and open in your web brovser

Initialized Systems:
5

WAL 51-86) IP-192.195.16.51 e Sinra
C:[00-03-F 40 51-84] IP.152.195.16.106

M

< Back Nest > £
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you will be instructed on how to proceed. StorView will start

ithi ETTI
within your web browser. SRTTINGS
EMAIL ENMP SYSLOG PASSWORD PREFERENCES
. . . MNetwork Settings Settings
NOTE: Host-based StorView is started by launching your web I e St Mo lisring G
: c L ecommended) ¥
browser and entering the IP address of the local host followed by Statie 1P 15" Lmai ks B DHCE) arae ]
" ” . . . Individually Monitored Servers
:9292". For more information regarding SSL (Secure Socket Lay- PAddress|  |[Renew I
ers), see section 4.1. Starting StorView. ik e
255.256.255.0
DetSuR Cintevary: 192.185.16.16
DNS Server 000 192.195.16.25

3.1.3. Configuring Network Settings using
StorView

1. Click the SETTINGS button on the Main screen and select the
PREFERENCES tab.

2. The StorView Host Name field will have a default name, “esv0”
for Controller O and “esv1” for Controller 1. If you wish to
change this name, enter the desired name for this Embedded
StorView server.

NOTE: If the StorView Host name displays “esverr,” this indicates a
problem with the Embedded StorView server module. Contact tech-
nical support.

3.1.3.1. Using Dynamic IP (DHCP)

NOTE: StorView does not display the TCP/IP information when Dy-
namic IP (DHCP) is selected. You must use a third-party network
administration program to obtain this information.

To use the DHCP Server network interface setting:
1. Click the option button next to Dynamic IP (DHCP).
2. Click the APPLY button to make the changes effective.

3. Click the CLOSE button.

3.1.3.2. Using Static IP
To manually configure the network interface setting:
1. Click the option button next to Static IP.

2. Enter the desired IP address in the “IP Address” field and press
the <Tab> key or click in the Subnet Mask field.

3. Enter the desired Subnet Mask in the “Subnet Mask” field and
press the <Tab> key or click in the Default Gateway field.
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4. Enter the desired gateway or router address and press the
<Tab> key or click in the DNS Server field.

5. Enter the desired DNS Server IP address.
6. Click the APPLY button to make the changes effective.

7. Click the CLOSE button.

3.1.4. Getting a New IP Address

If you are set up to receive your IP address using Dynamic IP (DHCP),
you can force the embedded StorView server to obtain a new IP ad-
dress from your DHCP server.

1. Click the SETTINGS button and select the PREFERENCES tab.
2. Click the Renew check box.
3. Click the APPLY button to make the changes effective.

4. Click the CLOSE button.
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4. Getting Started

4.1. Starting StorView

Host-based StorView

It is started by opening your web browser software and entering the
IP address of the host attached to the storage system followed by the
port number. The format is:

“HTTP://<explicit_IP_address>:9292,” “HTTP://127.0.0.1:9292"
or “HTTP://localhost:9292.”

NOTE: For Microsoft Windows users, you may also launch StorView
via the Start Menu. Click the Start button and select Programs, then
choose StorView and select “StorView Manager Console.” Your web
browser will open with a login screen.

To use SSL (Secure Mode), enter one of the following URL's:
“HTTPS://<your_ IP_address>:9393,” or “HTTPS://<device
fully_qualified domain>:9393,”  “HTTPS:\\localhost:9393,  or
“HTTP://127.0.0.1:9393.”

You will get a warning notice that the certificate is not trusted. You
can choose to allow the device only to be trusted or a root cer-
tificate that is provided to be trusted. To install a root certificate,
enter the following URL: “HTTP://<machine fully qualified do-
main_name>:9292/CA.cert” After the certificate is added to the
trusted certificates, a secure browsing lock icon will appear on the
web browser window indicating a secure connection.

NOTE: To trust the device, only you can modify the web browser
Internet Options or Preferences settings for Network and alter the
setfting for web proxy.

NOTE: For Microsoft Windows Internet Explorer, be sure you have
checked the box “Use SSL 2.0” under the Internet Options > Ad-
vanced > Security seftings.

Embedded StorView

It is started by opening your web browser software and entering the
IP address assigned to the controller’s embedded module followed
by the port number. The format is “HTTP://10.11.48.120:9292.”
For the first startup of the embedded version you will need to per-
form some network configuration of the module, refer to “Configur-
ing Embedded Network Seftings.”

To use SSL (Secure Mode), enter one of the following URL's:
“HTTPS://<your IP_address>:9393" or “HTTPS://<device fully
qualified_domain_name>:9393.”

You will most likely get a warning notice that the certificate is not
trusted. You can choose to allow the device only to be trusted or
a root certificate that is provided to be trusted. To install a root
certificate, enter the following URL: “HTTP://<machine_fully_quali-
fied domain name>:9292/CA.cert” After the certificate is added
to the trusted certificates, a secure browsing lock icon will appear on
the web browser window indicating a secure connection.

NOTE: For Microsoft Windows Internet Explorer, be sure you have
checked the box for “Use SSL 2.0” under the Internet Options >
Advanced > Security settings.

NOTE: If your network is using Microsoft Proxy Server, you may
need to request IS to allow the port 9393. You may also consider
sefting the browser to force the intranet address to go direct by-
passing the proxy. You may wish to consult the following Microsoft
web page for additional information: http://support.microsoft.com

kb/283284/en-us.

Upon startup, you will be prompted for a user name and password.
The default user name is “admin” and password is the word “pass-
word.”

It is started by opening your web browser and entering the explicit IP
address assigned to the embedded StorView server followed by the
port number (e.g., HTTP://10.11.48.120:9292).
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4.2. Upgrading the Access License

Some capabilities of StorView are dependent on which access li-
cense is installed. If you have the Local Access license (host-based)
or Remote Access (embedded) license installed, you are limited to
local management and monitoring of the storage solution attached
to the host system. The Global Access license enables the premium
options of either version of StorView which provides full functionality
and remote access, E-Mail notifications, SYSLOG, and SNMP.

If a remote login is attempted from another host system on the same
network and you do not have a global license, you will see a mes-
sage displayed regarding this. You will have the option to upgrade
your license by entering your serial number and activation code. You
can also upgrade your license from the

Other Servers section by clicking on the link in the notice displayed
or the upgrade can be accessed by clicking the Settings button (E-
MAIL tab, default, presents an upgrade option when using a local or
remote access license).

1. Click on the “link” provided under “Other Servers.” The Settings
window will open with the E-MAIL tab selected. There you will
enter the required information and click the ACTIVATE button.

2. Once you have completed the upgrade, the window will refresh
with the E-MAIL, SYSLOG, and SNMP tabs now active. Click on
the CLOSE button in the confirmation window.

3. Click the CLOSE button on the Settings window.

4. You can verify the change by clicking the About button and not-
ing that it now displays “Global.”

Also the notice displayed under the Other Servers section will
now be removed and any remote discovered StorView Servers
will be displayed.

page 28
License Features Version
Local Access Configuration, GUI Host-based
Monitoring, and Event
Logs.
Remote Access All the features of Local,  Embedded

plus Remote Login and
Monitoring Failover.

Global Access All the features of Lo- Host-based and
cal and Remote, plus Embedded
E-Mail, SNMP, SYSLOG,
and Other Servers list.

SETTINGS

E-MAIL SNMP SYSLOG PASSWORD PREFERENCES

E-mail Scitings Not Available

This fentum Allows you 1o 561 up e-mal notficalon akms, You wilbe the fimt 1o know when
something hapg=2ns to your system, You can add up io 10 e-mall nddesses, each wilh thelr
wam thmahald setlings; This ghes you il contmlover who gets 1o ses diffemnt types of

evants,

It this leatum B something that you am ineeated in, phase contact your sa ks mpmesniie
o obiain a Global Serial Number and Activation Code. Once you hove thal, please enter
il below and click (he ~Actiaie™ bution.

Serial Number: | ]
Activation Code: | ]
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4.3. E-MAIL SETTINGS
EMAIL SNMP BYSLOG
. . ) . . —————— —
4.3.1. Configuring E-Mail Notices . _ -
With a Global license installed, StorView provides you with the abil- ;::,T;To e TS e
ity to establish up to ten E-Mail addresses where nofices of events Sgpature: e
can be automatically sent.
To configure the E-Mail notifications perform the following: -
W
1. From the Main screen click the SETTINGS button. The Settings R Dol : ” H
window will open with the E-MAIL tab selected. [ W[ ECETE |
OOC EEEE
(W[ oeee |
NOTE: All fields have a limit of 127 ASCII characters.

2. Enter the “name” or “IP address” of your E-Mail server. This will
be the SMTP mail server name. E-Mail messages are sent to the
E-Mail server using port 25.

NOTE: If your E-Mail server is not configured to receive on port 25,
then E-Mail will not function properly.

3. The “From” field should be pre-configured using the software
name followed by your fully qualified domain name. If you
change this setting be sure it is compliant with your IS policy.

4. The “Reply-To" field should be completed using a desired e-mail
address that recipients could respond to when they receive these
automatically sent e-mails. This field by default will be blank.

5. If you would like a signature appended to the message, click the
check box and type in the signature information in the scrollable
window provided.

6. Enter the user E-Mail addresses. You may add up to ten (10)
E-Mail addresses.

Type the full E-Mail address, and click one or more of the check
boxes for the type of event to which the user is to be nofified.

The types of events are: Information ﬂ, Warning _E, and/

or Error E
If you have more than five E-Mail recipients, you will need to

click the button “6 - 10” to access the next five address blocks.

7. Once complete, click the APPLY button. You will receive a con-
firmation message that the changes were successfully complet-

ed. Click the CLOSE button.
8. Test the configurations by clicking the TEST button.

You will receive a confirmation message that the test was suc-
cessfully completed, and each addressee will receive a “Test
Message” from the mail server. Click the CLOSE button.

9. Click the CLOSE button on the SETTINGS window.
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4.3.2. Deleting an E-Mail Addressee SETTINGS

1. From the Main screen click on the SETTINGS button. The SET-
TINGS window will open with the EMAIL tab selected.

2. Click the DELETE button next to the E-Mail Address name you
wish to remove. The address is immediately removed.

3. Click the APPLY button to make the changes effective and a
status pop-up notice will appear. Click the CLOSE button. Then
click the CLOSE button on the SETTINGS window.

4.4. SNMP
4.4.1. Configuring SNMP Traps

StorView can be configured to send SNMP traps to any network
management system. These traps carry all the information that ap-
pears in the log entries for each level of severity.

NOTE: If your system requires a MIB file, it is located in the follow-
ing directory “C:\Program Files\StorView\alerts-snmp.mib.”

All SNMP traps sent from StorView will be received by the host SNMP
Servers designated in the settings window for the specified port and
community.

1. From the Main screen click on the SETTINGS button.
2. Click the SNMP tab.

3. Enter the SNMP Server name or IP address of the host you wish
to receive SNMP traps.

4. Enter the IP port on which the SNMP Server expects to receive
traps. The default is 162.

5. Enter the Community to which the trap belongs. The default is
public.

SNMP Servers may belong to several different communities or
receive packets for different communities.

6. Select the level of events you wish to be included in the traps.
You can select from Information, Warning and Error types.

7. Click the APPLY button.

8. Test the configurations by clicking the TEST button. You will
receive a confirmation message that the test was successfully

completed, and each addressee will receive a “Test Message.”
Click the CLOSE button.

9. Click the CLOSE button on the SETTINGS window.

Email Server:
From:
Reply-To:
Signature:

Email Addresses:

StorView@ <Full_Computer_Name>

Put Signature into each message

Johin Smith
IT Administrator

John_Smith @<sever_name? com

g
=0
EIEIE]

Im|m|m] CECETE

I|M|M] CELETE

/M| CELETE

EMAIL ShMP BYSLOG PASSWORD

SHMP Server

[E R T R R

SHMP Port Community
182 public

162 public
182 public
162 public
182 public

TEST

SETTINGS

PREFERENCES




LaCie StorView Storage Management Software

User Manual

Getting Started
page 31

4.4.2. Deleting an SNMP Server
1. From the Main screen click on the SETTINGS button.

2. Click the SNMP tab.

3. Click the DELETE button next to the SNMP Server you wish to
remove. The server is immediately removed.

4. Click the APPLY button to make the changes effective and a
status pop-up notice will appear. Click the CLOSE button. Then
click the CLOSE button on the SETTINGS window.

4.5. SYSLOG

StorView'’s Syslogd agent is a module designed for StorView that en-
ables sending RAID system event logs to all listening syslogd clients
on all installed platforms.

Syslogd requires that the Global Access license be enabled before
the feature is activated. Once activated on each installation of Stor-
View, the locally monitored storage system events are then sent fo
the syslogd daemon running on the host system.

StorView syslogd is designed for greater flexibility in that it supports
“many-to-many” mapping. You may have:

4+ Multiple syslogd servers that monitor a single RAID storage
system for event logs.

4+ A single syslogd server that monitors multiple RAID storage
systems for event logs.

4+ Multiple syslogd servers that monitor multiple RAID storage
systems for event logs.

This “many-to-many” mapping provides an additional safety net in
that it offers data redundancy. In this instance a failed syslogd server
will not have any impact if another syslogd server is functioning nor-
mally.

If you are using a Linux operating system, the syslogd daemon is a
component of your operating system. If you are using a Windows
operating system you will need to install a separate tool (http://
syslogwin32. sourceforge.net/) which runs as a Windows service.

4.5.1. Gathering Logs

A host based StorView running the syslogd agent with two in-band
connections to RAID storage systems, each with a unique WWN ID.
Assuming the syslog is configured to log/dispatch Error type events,
it will gather all Error type events for both RAID storage systems and
sent them directly to the intended host.

The StorView syslogd agent is global in scope, in that it will always

receive all error logs from the accessible storage systems. It is not
possible to customize filtering of events for each managed storage
system for that host.

With Embedded StorView, previously configured listening syslogd
servers will persist even though the Embedded Module is flashed
with new software as the file data is stored in NVRAM and is not af-
fected by software upgrades.

However, with instances of installed host-based StorView, you must
backup or make a copy of the syslog.ini file otherwise software up-
dates will destroy the configuration information.

4.5.2. Syslog Daemon

The daemon listens for incoming event log messages on port 514.
It logs them to a messages file. The syslogd messages consist of:

4+ Facility - indicates the type of syslog message. For example
they can be kernel, user level, mail system and system daemon
messages.

4 Priority - indicates the sensitivity of the message, to include:
Information, Warning, or Error.

4 Timestamp - indicates the date and time of the event.

4 Originating Device - specifies which device originated the
event message.

4+ Message Content - provides a plain language content of the
event message.

Syslogd daemon supports both Linux and Windows platforms.

4.5.3. Operational View

Whenever a new RAID storage system event is logged, based on the
type of event, StorView syslogd will send the message out to all of
its subscribers that match the type of event involved. If the event was
an Error type, and all daemons are configured to receive that type,
then they will all receive the event. If the event was an Information
type, only those daemons configured to receive Information type will
receive the event.

Event logs are sent in standard text format and have no encryption,
in such security can be a concern. Additionally UDP packets are
involved so there is no assurance that the event log arrived at the
subscriber (syslogd server).
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4.5.4. Configuring Syslogd Server

1

Th

2

4.5.5.
1.

2.

. If you have not yet enabled the Global Access license please do
so at this time, see 4.2. Upgrading the Access License.

After activating the Access license, you will see the following
screen when the SYSLOG tab is selected.

e fields are described in table Table 06.

. Entfer the IP addresses of the host servers designated to be sys-
logd servers.

. Enter the port ID of the recipient syslogd server. You must enter
a correct value otherwise you will receive an error message.

. Select the check boxes under the severity/priority icons.
. Click the APPLY button to save your settings.

. If you are finished completing the setup, click the CLOSE button
on the SETTINGS window.

. If you wish, test the seftings by clicking the TEST button. You will
receive a confirmation message that the test was successfully
completed, and each syslogd server will receive a “Test Mes-

sage.” Click the CLOSE button.

Delete a Syslogd Server
Access the Settings window and select the SYSLOG tab.

Click the DELETE button next to the “syslogd server” you wish to
remove. The server name is immediately removed.

Click the APPLY button to make the changes effective and a
status pop-up notice will appear. Click the CLOSE button. Then
click the CLOSE button on the SETTINGS window.

Field

syslogd Server

syslogd Port

Information (1)

Warning (W)

Error (E)

Delete Button

Test Button

Description

Allows the user to enter the IP address of
the syslogd servers. An error message is dis-
played if an invalid server name is entered.

Allows the user to entfer a specified syslogd
port. The default port is 514. An error
message will appear if the enter is invalid
or left blank. The range of port IDs are:

1 -65535.

If checked the recipient would receive Infor-
mational type of event logs.

If checked the recipient would receive Warn-
ing type of event logs.

If checked the recipient would receive Error
type of event logs.

Clicking this button clears the previously
entered IP address for the selected line and
resets the check boxes to their default state.

Send out a dummy test message to the spec-
ified recipient servers.

SETTINGS
EMAIL BYSLOG ES
syslogd Server sysiogd Port @A
1 o @ @m0O
» [ormsie |E___ @m0
o | M mm
o =@
5 | e MM

TEST
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4.6. Changing the Password SETTINGS
EMAIL BNMP BYSLOG PASSWORD PREFERENCES
This option provides the ability to change the access password used
at log in.
Plaasa anter the falawing infarmation to changa the passward for your account.
1. From the Main screen click on the SETTINGS button. i e et ] ‘
Old Password : | === e
New Password: |
2. Click the PASSWORD tab at the top of the window. Re-type New Password: [ \
[ crance | ciose |
NOTE: Passwords will not be displayed as you type them.
3. Type in the Old Password and press the <Tab> key or click in
the next text box.
4. Type in the New Password and press the <Tab> key or click
in the next text box.
SETTINGS
5. Re-type the New Password and click the CHANGE button. You EMAIL e svsLoG
will receive a confirmation message that the changes were suc- — —
CESSfUl. Clle fhe CLOSE buﬂon. stalle(l Modules 5 Sgk’.-_ct_lwonitnringg@pg
¥|Enahle - RAID GROUP 1 (Recommended) %
Inldml_aTlmFmﬁ Seru£
6. Click the CLOSE button on the SETTINGS window. R o |
NOTE: If you lose or misplace your password, contact technical
support for further instructions. A change here results in an automatic Rescan
| sperr |
4.7. Monitoring Settings
The following options enable network administrators to make adjust-
ments to the StorView server’s multicast functionality. In the event
there is a port conflict with the default multicast port, you have the SETTINGS
ability o change this parameter. EmaiL s svsL0G ) . es
Network Settings
. . . . . . . StorView Host Mame ESVO Select Monitoring Group
NOTE: The Monitoring Settings are disabled with the Remote li- et iR sy
cense, you must upgrade to a Global license to enable these fea- Individually Wonitored Servers
fures. e [ e —
Hubnet Masl; 2552552550
Default Gulevway 192.195.16.18
1. From the Main screen click on the SETTINGS button, then click ERmaney e AREIRRES
the PREFERENCES tab.
2. Click the pull-down menu for “Select Monitoring Group” and

choose Group 1, Group 2, or Group 3. Group 1 is port 9191,
Group 2 is port 9192, and Group 3 is port 9193.

3. Click the APPLY button to make the changes effective, then click
the CLOSE button. Click the CLOSE button on the SETTINGS

window.
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4.7.1. Additional Monitoring Servers SETTINGS

To specify additional StorView server(s) on a different subnet to be EWAL L iianas RENaOAg PREFERENCES
included in the receipt of StorView server packets, enter the IP ad-

dresses of those other StorView servers. You may add up to 10 ad- PB4 e f5M IO KGN g o AN Yo YU BRB0HAY,

ditional monitored servers. R L LB S

Old Password : [ srmessaseses = I

New Password: [ == |

1. From the Main screen click on the SETTINGS button. Retypa NewPasewort: [ ‘

2. Click the PREFERENCES tab at the top of the window. S B

3. Enter the IP address in the “Individually Monitored Servers” field
of another StorView server outside the subnet and click the ADD
button.

4. Add additional explicit IP addresses of any other StorView server
you wish fo include fo receive packets that is outside the subnet
and click ADD button. Otherwise, skip to step 5.

5. Click the APPLY button.

6. Click the CLOSE button on the SETTINGS window.

4.7.2. Remove Monitored StorView Server IP
1. From the Main screen click on the SETTINGS button.

2. Click the PREFERENCES tab at the top of the window

3. Under the Individually Monitored Servers section, select the
Server IP Address you wish to delete and click the REMOVE
button.

4. Click the APPLY button. A confirmation window will appear,
click the CLOSE button.

5. Click the CLOSE button on the SETTINGS window.
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5. Configuring a Storage Solution

5.1. Creating Disk Arrays

Configuring a storage solution requires some planning to ensure
that you define the optimum settings for your storage solution. This
includes choosing the correct RAID level and array options, assign-
ing hot spares and creating the logical drives. More advanced fea-
tures are available and discussed in later chapters.

This chapter will step you through this process, however you should
have a basic understanding of RAID and storage concepts.

5.1.1. RAID Levels

The following are the drive requirements for each supported RAID
level.

RAID Level Minimum # of  Maximum No.
Drives of Drives

0 1 16

1 2 2

5 3 16

6 4 16

50 6 16
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Array

Back-off Percent

Cache Flush Array

Chunk Size

Initialization

Logical Drive
Availability

Mapped LUN
Number

RAID Level O

RAID Level 1

RAID Level 5

RAID Level 6

RAID Level 10

Configuring a Storage Solution

Terminology

A group of disk drives that are combined together to create a single large storage area. Up to 64 arrays are sup-
ported, each containing up fo 16 drives per array. There is no capacity limit for the arrays.

In order to allow drives from a different family or manufacturer to be used as a replacement for a drive in an array,
it is recommended that a small percentage of the drive’s capacity be reserved when creating the array. This is user
selectable, from 0, 0.1, 1-10, and 90 percent. This is sometimes known as Reserved Capacity.

This is the array that is used to automatically flush cache data in a situation where power has failed to some of the
drives.

This is the amount of data that is written on a single drive before the controller moves to the next drive in the stripe.

RAID 5, 6, and 50 disk arrays must have consistent parity before they can be used to protect data. However, StorView
will initialize all array RAID types regardless. If the user chooses the Trust option during array creation or stops the
initialization, the array will be trusted. Note that any drive failure in a trusted array will result in data corruption.

It is possible to perform the initialization later. This recalculates the parity based on current data, ensuring data and
parity are consistent.

To accommodate hosts with multiple ports and multiple host systems, it is possible to restrict a logical drive’s availabil-
ity to a particular HBA or controller port. Access can be enabled or disabled for each host port of each controller.

Each logical drive is presented to the host system with a unique LUN. In cerfain cases (such as after deleting another
logical drive) it may be desirable to change the number that a logical drive is presented as. This can be done at any
time, bearing in mind that any attached host systems may need to be rebooted or re-configured to maintain access to
the logical drive.

RAID O is defined as disk striping where data is striped or spread across one or more drives in parallel. RAID O is
ideal for environments in which performance (read and write) is more important than fault tolerance or you need the
maximum amount of available drive capacity in one volume. Drive parallelism increases throughput because all disks
in the stripe set work together on every I/O operation. For greatest efficiency, all drives in the stripe set must be the
same capacity. Because all drives are used in every operation, RAID O allows for single-threaded 1/O only (i.e., one
I/O operation at a time). Environments with many small simultaneous transactions (e.g., order entry systems) will not
get the best possible throughput.

RAID 1 is defined as disk mirroring where one drive is an exact copy of the other. RAID 1 is useful for building a fault-
tolerant system or data volume, providing excellent availability without sacrificing performance. However, you lose 50
percent of the assigned disk capacity. Read performance is somewhat higher than write performance.

RAID 5 is defined as disk striping with parity where the parity data is distributed across all drives in the volume. Normal
data and parity data are written to drives in the stripe set in a round-robin algorithm. RAID 5 is multi-threaded for both
reads and writes because both normal data and parity data are distributed round-robin. This is one reason why RAID 5
offers better overall performance in server applications. Random 1/O benefits more from RAID 5 than does sequential
I/O, and writes take a performance hit because of the parity calculations. RAID 5 is ideal for database applications.

RAID 6 is the same as RAID 5 except that it uses a second level of independently calculated and distributed parity
information for additional fault tolerance. This extra fault tolerance provides data security in the event two drives fail
before a drive can be replaced. RAID 6 provides greater fault tolerance than RAID 5. There is a loss in write perfor-
mance with RAID 6 when compared to RAID 5 due to the requirement for storing parity twice for each write operation.
A RAID 6 configuration also requires N+2 drives to accommodate the additional parity data, which makes RAID 6
require more raw capacity than RAID 5 for an equivalent usable storage capacity.

RAID 10 is defined as mirrored stripe set.
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Term Description
RAID Level 50 This RAID level is a combination of RAID level 5 and RAID level O. Individual smaller RAID 5 arrays are striped, to give

a single RAID 50 array. This can increase the performance by allowing the controller to more efficiently cluster com-
mands together. Fault tolerance is also increased, as one drive can fail in each individual array.

Stripe The process of separating data for storage on more than one disk. For example, bit striping stores bits 0 and 4 of all
bytes on disk 1, bits 1 and 5 on disk 2, efc.

Stripe Size This is the number of data drives multiplied by the chunk size.

Sub-array In RAID 50 applications, this is the name given when individual RAID 5 arrays that are striped together. Each sub-array
has one parity drive.

Unassigned Free The controller keeps a map of all the space that is not assigned to any logical drive. This space is available for cre-

Space ation or expansion. Each unassigned region is individually listed.

5.1.3. Optimization and Drive Selection for
RAID 5 and 6

Typical RAID 5 or 6 implementations require a number of steps to
write the data to the drives. In order to optimize your system perfor-
mance based on the type of writes you expect in your operation, we
have provided detailed information on optimizing the performance
using full strip write operations in an appendix. If you intend to setup
a RAID 5 or 6 disk array and wish to consider optimum performance,
you will need to consider the number of data drives, parity drives,
and chunk size. For a review, refer to chapter 15. Optimizing Write
Performance. Additional information is provided at the appropriate
step during configuration, see section 5.2.2. Chunk Size Details.
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5.2. Create the Array

Configuring an array involves a few steps from one screen, the Cre- Array and Logical  Description and Condition
ate Array window. Here a performance profile is selected, the user Drive Section
choo.se.s the disk drives and enters a uniq.ue name for the array. The OK Icon This icon indicates the seffing for the
remaining array parameters are pre-configured by the performance -
: ) parameter matches the recommended
wizard. Although the setftings can also be changed manually from o . :
sefting for the selected profile.

the pre-selected values using drop-down menus and check boxes,

the profile selections should be valid for most configurations. Once Warning lcon This icon indicates a setting that devi-
completed the Create button is clicked, the array is created and it / ates from the recommended setting
automatically begins to initialize. u_] for the selected profile.

The Performance Wizard is a component of the Create Array window.
When you open the Create Array window and select a performance
profile, the wizard will make recommended seftings for the remaining
array parameters. The performance profiles are General, Database
Server, Post Production Video, Video On Demand and Mail Server.
When a profile is selected from the drop-down menu, all the param-
efers except selecting the disk drives are pre-configured.

If you change a parameter from a recommended setting, a warning
icon appears under the Recommendations column for that item. This
indicates a deviation from the recommended setting. The recom-
mended setftings are not mandatory and the user can choose to
ignore them when they configure their arrays. Note that a warning
message will appear at the bottom of the window above the CRE-
ATE button if any setting has deviated from those the wizard recom-
mended.

See Table 10 - Drive Requirements by RAID Level at right for a de-
scription of the icons appearing in the Recommendations column.

The General performance profile is the default profile.

These array parameters define the details of the array as it is cre-
ated and are saved in the configuration file. The configuration file is
stored on all disk drives that are members of the array (regardless of
whether the drives are in one or multiple enclosures). No changes
are made to the configuration until the current process is saved, so
it is possible to quit at any time without affecting the current con-
figuration.

After making changes to your configuration, be sure to make a new
backup copy of the configuration file, see section 5.6. Saving the
Configuration. The ability of making a backup copy of the configu-
ration allows you to quickly recover from a damaged configuration
that was not self healing, and restore everything to the point in time
when the configuration was last saved. This preserves the definition
of the arrays, logical drives, Snapshots, SAN LUN Mappings and
controller parameter seftings.

A damaged configuration could result in loss of data.

continued on the next page >>
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1. On the Tool Bar click the Create Array icon. The Create Array

(]
window will open. S‘[ ]VIGWQ
TECH SUPPORT HELP ABOUT

1] = RAD

Iabsvos

[152.195 16.209] T
b Default Configuration Name

[
OTHER SERVERS . —_— !

NOTE: Passing the mouse pointer over each item in the Create
Array window displays information about the object or item in the

Notes box. In the above examples, the mouse pointer is over a disk

TW0%8 " o
. PSS . I . . oz88.10.177) WRSs,  taene A e
drive which is displaying the drive information in the Notes box. e To T
mos0n
e 0.1

w0008
2. Select the profile you wish to use from the Performance Profile T

Enclosures (1)

Tug7SA Cick on a drve for more infarmation

drop-down box. 2121011 Yo ovsete i B

i

The choices are:

Profile RAID Chunk Read-  Write- Min.
Level Size Ahead back # of
Cache Cache Drives

General 5 256K Auto 16MB 3
Database 1/10 64K Auto 16MB 2
Server Y X
St-1View CREATE ARRAY
Post-produc- 5 64K Auto MAX 8
tion video MB lew Array Settings Recommendations  Available Drives (Projected size : 0 GB)
®) 1. Performance Profile : | deneral -v_ — -
Video On- 5 256K Auto 16MB 3 FE 2. Select drives Ed 3 divets salacted
rll | 3. tlame: array 2 | Damaya
Demand LN | 4. RAID Level : [s | Deaos
> - Sub-Arrays : | uaa, v & wa
Mail Sever 6 256K Auto  16MB 4 g o =B Ow
Ez 7. Initialize Trust: i_'r_li_‘_ii_‘i_'fg____" D iitiaize
. . . A 1. Back-off percent: [+= v @D =
The suggested best-suited application for each profile is: P [ T e
10. Writeback Cachie : |18 mB 5 Dy walab le ick to sele
4+ General - For file or web server applications. @:_::ZM_ 9«,;’: 5%5:%5;;
4 Database Server - For applications having high transaction R faeenuain E:‘:'“" i:ﬁm,
rate with significant proportions of write data. _ _ Dessinin e
g Writethrough ceeration when wite .
4 Post Production Video - For applications with large 64K plus create

I/O operations.

4+ Video On Demand - For applications streaming data from
the arrays. Only one logical drive should be built for optimum
performance.

4 Mail Server - For applications requiring high data resilience
with high capacities.

NOTE: Mcaking a change to a setfting from the profile selected set-
tings are not reset or changed when the user changes to another
profile. If you altered the settings of a profile, close the window and
click the Create Array button on the tool bar again. See Fig. 31
for an example of mismatched setftings and the on screen warning
message.

3. Select drives to include in your array. Click on each drive that
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has the “Available” icon displayed. The icon will change to “Se-
lected.” As you select drives, the projected size of the array is

displayed in the upper right corner of the window. RAID O
4. Enter a name for your array. You may use up to 32 characters # of drives 1 2 3 4+

(ASCII). Min. chunk size 256K 256K 128K 64K

NOTE: The performance wizard at this point has pre-configured all
the settings. If you are satisfied with the settings continue with step
11, otherwise continue with the steps below to manually configure

your array parameters.
RAID 1 RAID 10

5. Select the RAID level for the array. Click the pull-down menu # of drives 2 4 6 8+
and choose from the available levels. These are based on the
number of drives selected, refer to the “Drive Requirements”
table at the beginning of this chapter.

Min. chunk size 256K 256K 128K 64K

(For RAID 50 arrays.) Create the sub-array(s). From the pull-
down menu select the number of subarrays you wish to create
for this array. When you click the “Create” button you will get a
warning if you have selected more sub-arrays than allowed for
the number of drives chosen. Reduce the number of sub-arrays.

NOTE: The Notes section under the Available Drives section will
display information to help you with drive selection.

6. Choose the chunk size. Click the pull-down menu and select a
chunk size (64K, 128K, or 256K). Chunk size is the amount of
data that is written on a single drive before the controller moves
to the next drive in the stripe.

For RAID level 0, 1, or 10 arrays, choose the correct size from
the tables at right. For RAID 5/50/6 arrays, to achieve optimum
write performance you should consider setting the chunk size
based on the specified number of drives for a Full Stripe Write,
for detailed information see section 5.2.2. Chunk Size Details.

The idea behind optimum performance is you want to do as
many full stripe writes as possible.

NOTE: The controller firmware will automatically set the chunk size
if a smaller chunk size is selected rather than the size recommended
for the number of drives and specified RAID level selected.

7. Select to Initialize the array. The default setting is to initialize,
so you will just verify this sefting. If it is not set, click the pull-
down menu and choose Initialize. Initialization will begin auto-
matically in the background once the array is created. You will
have an option to stop or pause the initialization from the Main
screen. If you Stop an initialization, the array will be trusted, see
note below. As you create additional arrays, they too will begin
initializing. The maximum number of arrays that can be initial-
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ized in parallel is sixty-four (64).

NOTE: The Trust Array option should only be used in very special
circumstances, see 8.2.7. Trust an Array.

8. Choose the “Back-off Percent” (reserved capacity) for the drives.
The default is 1%. This determines how much drive capacity to
reserve for future capacity expansions or to enable replacement
drives of lesser capacity sizes to be used. The back-off percent
option is not applicable to non-redundant array types.

A RAID O array is a non-redundant type of array and gains no
benefit from establishing a reserve capacity. The values range
from 0, 0.1, 1 through 9, and 90 percent.

— This determines how much drive capacity to reserve for
future capacity expansions or replacement drives. This is
not applicable to RAID O arrays.

NOTE: The back-off percent option is not applicable to non-redun-
dant array types. A RAID O array is a nonredundant type of array and
gains no benefit from establishing a reserve capacity.

9. Set the Read-Ahead Cache threshold. The choices are au-
tomatic, disabled, and four pre-determined sizes (256KB,
512KB, 1 MB, and 2 MB). Selecting Automatic, which is the
recommended and default setting, allows the controller to
determine the optimum size. Selecting Disabled will turn off
the Read-Ahead Cache. Select from one of the predeter-
mined sizes to optimize the read performance based on your
data patterns.

NOTE: The Writeback Cache and Read-Ahead Cache thresholds

work together to allow fine tuning of the I/O performance

10. Set the Writeback Cache options.

Click the pull-down menu to select from Disabled, or choose
one of the pre-determined cache threshold sizes (1MB, 2MB,
4MB, 8MB, 16MB, 32MB, 64MB, 128MB, 256MB or MAX
“MB"), see 5.2.1. Configuring Array Writeback Cache.

There are four additional options to be set: Writeback Cache:
“Mirror Cache (Disable Writeback Cache when partner control-
ler is missing or failed), [Checked - Default]” “Disable Write-
back Cache if a controller battery is low, missing, or failed,
[Checked - Default]” “Disable Writeback Cache if array be-
comes critical (not applicable to RAID 0), [Checked - Defaul]”
and “Disable cache Writethrough operation when write cache is
full. [Checked - Default]” Contact your supplier to obtain white-
papers on optimization and performance tuning, which provides
more detail on these seftings.

The Writeback Cache is used to optimize the write performance
specific to your data patterns. In general, larger cache sizes
will increase the write performance but may lower simultane-
ous read performance. The recommended size is 16 MB. The
strategy of write operations results in a completion being sent
to the host operating system as soon as the cache receives the
data to be written. The disk drives will receive the data at a more
appropriate time in order to increase controller performance
and optimization of drive head seek. Refer to section 5.2.3. Per-
formance.

NOTE: If you change any profile settings, you will get the following
message at the bottom of the window.

continued on the next page >>
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11. Click the CREATE button to complete this process. .
St 1View CREATE ARRAY
12. You will see a confirmation message that the array was success-
{U”y creofed, CliCk fhe CLOSE bUHOﬂ. Hew Array Settings Auailable Drives (Projected size : 0 GB)
(@8 | 1. performance Profile : [ceneran = . a
13. Click the CLOSE button at the bottom of the Create A i j = R
. Click the utton at the bottom of the Create Array win- > | T T
dOW. I | 4. RAID Level: 5 =] @ rans
% 5 SuhrArrafys: N =1 @ wa
You can monitor the array initialization at the Main screen by S ::::"':"5::‘ lfsﬁ—_l :'“R”ﬁ_"_a
observing a progress bar which appears under the array name 5 Backotporcant:  [%  =] A1k -
displaying the percent complete. Also, in the enclosure front % Read-Ahead Cache: [25518 =] [\ avtomato N e SE
view, the affected disk drives being initialized display an ani- \:r_fjhjnkcame: |—_|1?MB = O,mME I e St
] r!'_‘" ey _':,:'; These notes will change depending on which
mated icon indicating their initialization status. n i e bl e i
You can stop or pause the Initialization process if you wish by = 7
e YN
clicking on the link located to the right of the progress bar. sheetl
Not all the zelected settings match the recommended profile zettings.
Stopping the initialization will cause your array to be trusted. If
you stop the initialization, you want to return at a later time to
initialize the array, before you begin to use the array in a ‘live’
environment, see 5.3. Initializing the Array. A trusted array is
indicated on the main screen with the following icon m, adja-
cent to the specific array.
Pausing the initialization will halt the process until the resume 5'; ‘VICW
. . TECH EUPFORT HELF ABOUT
option is selected. You can change the amount of processor Tecnaurron|_reie | seo |
. . . T . TR . # = D
time that is dedicated to the initialization for better initialization wnes :
performance, see 7.2.2. Fault Tolerance. cooi | nescan [ervikga] | |SUBP IR Entamai e .
OTHER SERVERS o _*M
| canfiguration
e ' Wl LR MR W
NOTE: Some features are not available on older firmware based m s oo §) Toid Sty @
systems. In those cases, the unsupported feature will not appear in
TR

the user interface.

| Enclosures [T
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5.2.1. Configuring Array Writeback Cache

In a writeback cache operation, data is sent to the controller from
the host and before actually sending the data to the drives, the con-
troller immediately responds to the host confirming the data was
received and written to the disk (even though the data may have
not been written to the disk). The host may then send more data.
This can significantly increase performance for host systems that only
send a low number of commands at a time. The controller caches
the data, and if more sequential data is sent from the host, it can
cluster the writes together to increase performance further. If suffi-
cient data is sent to fill a stripe in RAID 5, 6, and 50 configurations,
the controller can perform a Full Stripe Write, which significantly
reduces the write overhead associated with RAID 5, 6, and 50.

Disabling writeback cache ensures that the data is sent to the drives
before status is returned to the host. With writeback cache enabled,
if a short term power failure occurs, the battery back-up unit pro-
vides adequate power to ensure that cache is written to disk when
the power is restored.

In duplex operations, the cache is mirrored to both controllers which
provides further redundancy in the event of a single controller fail-
ure. Mirrored cache is designed for absolute data integrity. The
cache in each controller contains both primary cached data for the
disk groups it owns, and a copy of the primary data of the other
controllers. Mirrored cache ensures that two copies of cache exist on
both controllers before confirming to the operating system that the
write operation has completed.

Normally, write-intensive operations will benefit from the higher per-
formance when writeback cache is enabled on that array. Read-
intensive operations, such as a streaming server, may not benefit
from writeback cache.

A new performance option has been added which manages write-
through operation when write cache is full. The default value is
checked which disables the option providing typical workloads a
performance improvement. When enabled, this option will force
all write operations to go through the writeback cache and write
command sorting provided thread balancing is disabled. The thread
balancing option is found in the Performance Options window ac-
cessed through the Advanced Settings window.

5.2.2. Chunk Size Details

Typically, a Microsoft Windows access is 64 KB, therefore a stripe
size of up to 1 MB would mean the controller has to cluster 16
commands to perform a full stripe write (actually 17 because of
alignment).

If you were to use a larger stripe size, then you run the risk of not
being able to cluster sufficiently for the application.

In cases where you are performing larger writes to the controller,

then you could go up to 4 MB for a stripe size, since you have more
data to cluster.

It is recommended to keep the stripe size to 1-2 MB or less for gen-
eral use, perhaps increasing it for specific applications such as large
sequential accesses. This stripe size is actually the sub-stripe size in
RAID 50 cases. A 4+1 array (4 data and 1 parity drives) with a 256
KB chunk has a 1 MB stripe size, as does an 841 array with 128 KB
stripe size, and an 842 array with 256 KB chunk size.

Although 8+1 gives an even stripe size, this does not really mat-
ter for an operating system (OS) that writes in significantly smaller
chunks. So, 841, 10+1, or 11+ 1 with a chunk size of 64 KB would
be fine for an OS that does 64 KB writes. If the operating system can
do much larger writes, then you may want o increase the chunk size.
With writeback cache enabled, the controller can cache data and
perform full stripe writes.

For a single enclosure example - best all around performance:

11+1 with 64 KB chunk size would yield a 704 KB stripe
(11*64=704)

10+2 with 128 KB chunk size would yield a 640 KB stripe
(5*128=640)

For most sequential accesses, the difference may not be too notice-
able for different configurations. However, for large block random
writes, it can help if the stripe size is similar to the /O size. This al-
lows the controller to perform a partial full stripe write, where it has
most of the data for a full stripe, and can just read some from the
drives fo complete the stripe.

While Microsoft Windows does 64 KB accesses, these are not
aligned. If the chunk size is 64 KB, most accesses crosses a chunk
boundary and therefore involves two read/modify/write commands
instead of one. However, since the controller can cluster, this prob-
lem is somewhat offset since the controller usually can cluster suf-
ficiently to do full stripe writes. If it is completely random 64K access
on Microsoft Windows, then a 64 KB chunk is not the best, rather
128 KB or 256 KB is better to minimize the number of commands
that cross chunk boundaries.

Larger chunk sizes should be used if the operating system is writing
large blocks, or with large sequential writes where the controller can
cluster sufficiently. SATA disk drives have been found to perform
significantly better as the /O size is increased, so using as large a
chunk size as feasible is better for these drives.
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5.2.3. Performance

Fine tuning the arrays for optimum performance is a complex task
that requires an understanding and analysis of your data structure,
types of 1/O, host system and on a per array basis when the settings
for each disk array are created.

In addition to the write cache options, the RAID controller provides
additional options to further tune your system for the best possible
performance. Contact your supplier for a series of performance
related whitepapers which will guide you through the Performance
Options setftings and how the different settings can affect your 1/0O
performance dramatically. Refer to section 7.4. Advanced Perfor-
mance Options.

5.3. Initializing the Array

Initializing an array clears all the data from the drives. This ensures
the validity of the data and parity stored on the array member drives.

Two features of initialization are background and parallel. Once
the array is created, initialization automatically begins in the back-
ground. While initialization is in progress, logical drives can be cre-
ated and the disks are made immediately available to the operating
system at which time data can be loaded.

As array’s are created and the initialization begins, you can have up
to sixty-four (64) arrays initialized in parallel at the same time. You
may also choose to stop the initialization, or pause an initialization
and then resume it at a later time. The controls for managing are
displayed on the Main screen next to the “Array Name” after the
initialization has started. If you Stop an initialization, the array will
automatically be trusted, see note below.

The array can be initialized at a later time in which you could choose
the option to Trust. This option should only be used in environments
where the user fully understands the consequences of the function.

The trust option is provided to allow immediate access to an array
for testing application purposes only.

NOTE: A trusted array does not calculate parity across all drives
and therefore there is no known state on the drives. As data is re-
ceived from the host parity is calculated as normal, but it occurs on a
block basis. There is no way to guarantee that parity has been calcu-
lated across the entire stripe. The parity data will be inconsistent and
so a drive failure within a trusted array will cause data loss. Before
you use a trusted array in a “live” environment, you must initialize
it. A trusted array is indicated on the main screen with the following
icon, adjacent fo the specific array.
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1. Locate and click on the <Array Name> in the Array section on
the Main screen you wish to initialize. This will open the Array
Information window.

2. From the Array Information window, click the INITIALIZE button.

3. You will be prompted to enter your password to confirm you
wish fo initialize the array. Type your password and click GO.
A confirmation message appears indicating the success of the
operation, click the CLOSE button.

4. Click the CLOSE button on the Array screen. From the Main
screen you can monitor the initialization.

Placing the mouse pointer over the progress bar will display
the percent complete for the initialization progress in a pop-up
window. The drive member icons of this array will change to an
animated icon indicating the array is initializing.

You can stop the initialization process, if you wish, by clicking
the Stop link located to the right of the progress bar.

5.3.1. Pause/Resume the Initialization

You can temporarily pause the initialization process, and resume the
process at a later time.

5.3.1.1. Pause Initialization

1. Click the Pause link located just to the right and below the prog-
ress bar. The “Pause” link will change to “Resume” and the
progress bar will stop its forward motion.

5.3.1.2. Resume Initialization

1. Click the Resume link located just to the right and below the
progress bar. The initialization will continue from the point
where it was paused.
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5.4. Adding Hot Spare Drives

Hot-swappable spare disk drives are supported. In the event of a
drive failure, the controller will use either a defined global spare or
a dedicated spare to replace a failed drive that is a member of a
fault tolerant array. The process of configuring your redundant ar-
rays includes assigning one or more drives as hot spares.

Global spares are not assigned to a specific array and they can be
used by any array as the replacement drive, of course that is pro-
vided the spare drive is equal o or greater than the capacity of the
array member drives.

A dedicated spare is assigned to a specific array and can only be
used by that array. It should be the same size or greater as the other
drive’s that comprise the array.

Spare Drive Use Rules:

—  Drives must be equal to or greater than the capacity of the
array drive members.

NOTE: You may get a variety of messages, warnings, or failure
notices when aftempting to use a un-supported drive.

5.4.1.

1. From the Main screen, click a drive icon within the enclosure

Assigning a Global Spare

drive view indicating “Available” that you wish to make a global
hot spare.

NOTE: There must be at least one drive online and available that
meets the rules from above to be assigned as a hot spare, and a
configuration must exist (at least one array defined).

2. From the Drive Information window, click the MAKE SPARE but-
ton.

3. A pop-up window will appear, select Global Spare from the
drop down menu.

4. Click the CREATE button. You will see a confirmation window
indicating the process was successful, click the CLOSE button.

5. Click the CLOSE button on the Drive Information window.

Configuring a Storage Solution
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5.4.2.

1. From the Main screen, click a drive icon in the enclosure front

Assigning a Dedicated Spare

view indicating “Available” that you wish to make a dedicated
hot spare.

NOTE: There must be at least one drive online and available that
meets the rules for spare drives in section 5.4. Adding Hot Spare
Drives to be assigned as a hot spare, and a configuration must exists
(at least one array defined).

2. From the Drive Information window, click the MAKE SPARE but-
ton.

3. A pop-up window will appear, click the drop-down menu and
select the array to which you wish to assign the dedicated spare.

4. Click the CREATE button. A confirmation window will appear
indicating success, click the CLOSE button.

5. Click the CLOSE button on the Drive Information window.

NOTE: Only arrays that the spare drive is large enough to replace
any member drive of that array or of the same drive type will be
displayed in the pull down menu. For example, if you have two ar-
rays one created using 500 GB drives (array 0) and one using 750
GB disk drives (array 1). If you have a 500 GB spare drive that you
attempting to assign to an array, only Array O will be displayed be-
cause the drives in array 1 are of equal or lesser capacity drives then
the spare. However, if you have a 750 GB spare drive both Array O
and Array 1 will be displayed since the 750 GB spare is equal to or
greater than any drive in either array.

5.4.3.

This operation will remove the designation of the drive as a global

Removing a Spare

or dedicated spare. The drive will then become online and available
for other uses.

1. From the Main screen, click on a disk drive labeled “DEDICAT-
ED SPARE” or “GLOBAL SPARE” in the enclosure drive view that
you wish to remove as a spare. The Drive Information window
will open.

2. Click the REMOVE SPARE button. A confirmation window will
appear indicating success, click the CLOSE button.

3. Click the CLOSE button on the Drive Information window.

Configuring a Storage Solution
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O Revision : 3AE Usage : Available
Serial : 3QDIFDS] APM Status : spun-Up
? Physical Size : 749 GB (750,204 MB) Status : oK
= Block Size : 512 byles | Enclosure information |
x> Stored Firmware : No Enclosure : 1 |
j Disk Type : SATA Slot : 1
LOCATE | MAKE SPARE REBLILD ARRAY FAIL DRIVE |
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Fa. A .
5.4.4.  Auto Spare St View ADVANCED SETTINGS
The Auto Spare option, when enabled, will automatically cause a
replacement disk drive when inserted to be used as a dedicated hot >
spare for the failed drive and its array. When a new drive is inserted B — “r“—Ti'f'
in place of the failed drive, a rebuild operation will begin auto- > 'é’:::g’::ﬁ:“;:’":;wn :l' R
matically using the new drive. This option is useful when a global or Zz [~ Single Cantraler Mode

r Different Node Mames

. L . )
dedicated hot spare drive is not assigned and you have a fault toler- A | Contrater LUN g = ; e R
+  Encosure Support
ant array that experiences a drive failure. This option allows the user = o Pt [ =
to just insert a replacement drive and the rebuild will begin, instead i hichibilod) s0%
of opening the Drive Information window for the replacement disk =
. L . . Il | Host Ports
drive and assigning it as a hot spare. Refer to the Spare Drive Rules = B — B —
2 5 5 2
in section 5.4. Adding Hot Spare Drives. o I8 4 =I5 = [ = =
S Data Rate : Automatic || Automatic ] Automatic || Automatic |
e |- P [ Aut ] [Automatc [ Automatic =

1. To enable this feature, click the Advanced Settings icon on the
Main screen Tool Bar. The Advanced Settings window will open.

Place the pointer over an alement to see information here.

DRIME APM | PERFORMANCE]
RESTORE I APPLY I

2. Place the mouse pointer on the check box next to the Auto Spare
parameter and click to place a check mark enabling the feature.

3. Click the APPLY button and click the CLOSE button on the con-
firmation window when it appears.

4. Then click the CLOSE button on the Advanced Settings window.
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5.5. Create the Logical Drive

To complete the process of configuring your storage system, you will
need fo create one or more logical drives and assign them a LUN
(logical unit number). This presents the “logical drive” or this LUN to
the host operating system as a disk. You can also restrict access to
the logical drive by assigning which controller port the logical drive
is made available on. Only those host systems with access to the
specific controller port(s) will have access to the logical drive.

A logical drive is defined or created from regions of an array, a
whole array, or a combination of regions of different array(s) that
can be made available as a single disk fo one or more host systems.
If you are creating a logical drive greater than 2 TB, please refer to
your operating and file system documentation to verify it supports
such sizes.

You may wish to avoid choosing combinations of a region from one
array and from another array to create your logical drive. This will
reduce data fragmentation.

1. From the Main screen click on the Create Logical Drive icon in
the Tool Bar. The Create Logical Drive window will open.

2. Select the region or regions you wish to use for your logical
drive from the list “Select Which Array(s) to use” window. You
may hold the <Shift> or <Ctrl> key down to make multiple
selections.

3. Enter a name for your logical drive, you may use up to 32 char-
acters. The default names for logical drives follow the format
“LDx.” Only 12 characters plus an ellipse is displayed when
the name is longer. Holding the mouse pointer over the logical
drive name on the Main screen will show the complete name

in a popup.

4. Enter the size in GB's for the logical drive capacity. As you
select your regions, the maximum size is displayed to the right
of the “Size:” field. You may use all or some of these regions for
this logical drive. If you are creating a logical drive greater than
2,198 GB (2 TB), please refer to your operating and file system
documentation to verify it supports such sizes.

IMPORTANT INFO: If you intend to use the snapshot feature and
choose to have access to this logical drive from your operating sys-
tem or VSS, you must SAN LUN Map the logical drive. You may do
this before or after the snapshots have been taken.

5. Choose the desired Block Size. (Two sizes are available, 512
bytes and 4096 bytes.)

6. Select the LUN number for the logical drive from the “Mapped
to” drop down menu.

7. Select the Controller Ports you wish to make the logical drive

Configuring a Storage Solution
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available through. Place a check mark next to the desired con-
troller ports displayed.

The choices are: COPO, COP1, C1P0O, and/or C1P1. Where CO
represents the left or lower controller and C1 represents the
right or upper controller, and PO indicates the port marked Host
0, FC Host 0, or “IN” O, and P1 represents the port marked
Host 1, FC Host 1, or “IN” 1 on each controller. There is a one-
to-one relationship between the controller port selected and a
data cable connected to that port. Ensure that the ports you
select are properly cabled.

8. Click the CREATE button to finish creating the logical drive.

You will receive a screen prompt that the command was suc-
cessful, click the CLOSE button. If the command was unsuccess-
ful, review the settings for incorrect parameters and hardware
for operational status.

9. You may continue to create more logical drives or exit by click-
ing the CLOSE button. In most storage system environments,
creating the logical drives, assigning them their logical unit
number (LUN) and setting the availability is sufficient to meet
the requirements for setup. For more advanced and complex
systems using storage area networks you may wish to perform
the more advanced SAN LUN Mapping, see chapter 9. SAN
LUN Mapping. Otherwise access your operating system to make
the new drives available for use.

5.6. Saving the Configuration

Saving the configuration information is a very useful feature of Stor-
View. When you create or make changes to arrays, logical drives,
hot spares, SAN LUN Mappings, feature licenses, or change the pa-
rameters of a specific controller setting, a file is written (known as the
configuration) to all the disk drives that are members of the array.
StorView has the ability to capture that file allowing you to save it to
an external file. Should the situation occur where a configuration is
cleared, you are instantly able to re-establish your storage system by
restoring the configuration from the external file. It is recommended
to periodically save the configuration.

If you cannot restore the configuration exactly as it was,
you will not be able to restore access to the data and it will be lost.



LaCie StorView Storage Management Software

User Manual

Configuring a Storage Solution
page 51

5.6.1.
1.

Saving the Configuration

From the Main screen Tool Bar click the Archive Configuration
icon.

The Configuration Archival Operations window appears.

Click the SAVE button. You may click the CLOSE button to can-
cel and return to the Main screen.

. Click the DOWNLOAD button to continue with saving the con-

figuration file, or click the CANCEL button to cancel.

continued on the next page >>
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TECH SUPPORT|  MELP ABOUT

m it = A
—
1182195, 90.204]
Duatask Canigararian dama
LOGE RESCAN I SETTINGS]
OTHER SERVERS Ml 41

Configuration
Lwegss .
[!uum I el W, L «rm@
Arrays (2) Logical Drives () Totsl Snepshots (0) e’
m T e i -
Npamo@ W |negriore

Imsgn)
1192, 197.19.173
THATES
182,105 18 135
Twgps
=R ALRE]
4 1 .f’"

Enclosures (1)

Gk n 8 St 100 mscn Intarmation
e 1 |

Undtamine 1 - Lazate

Fig. 44 - Main Screen

Configuratien Archival Operations

This feature allows you to save, restore or clear your current configuration.

RESTORE | cLEAR |

seve |

Fig. 45 - Configuration Archival Operations Window

Save Configuration Cperation
This feature allows you to save your current configuration to a file, At a later
date, you may restore the configuration in the event that it is corrupted or lost.
When saving the file, be sure to name it something that will help you remember
which system and configuration it was (e.g., SterageSalution1_200050103 bin)

DOWNLOAD I

Fig. 46 - Save Configuration Download Window
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4. You are presented with the browser’s standard “File Download”
screen. Click the SAVE button to continue, or CANCEL to quit.

5. Next, you are presented with the “Save As” screen. If you wish to
use the default file name, select the directory and click the Save
button, otherwise enter the name you wish to use and specify the
directory, and then click Save. Click the Cancel button to exit
without making any changes.

———
File Download x|

Some filez can harm your computer. If the file information belaw
looks suspicious, or you do not fully trust the source, do not open or
zave this file.

File name:; .. uration Mame_5_ 13 2003 .bin
File type:  BIM File
Frorm: 127.001

“Would you like to open the file ar zave it o vour computer?

Open |

¥ élwaps ask before opening this type of file

Cancel Maore Infa

Fig. 47 - Save Configuration File Screen

OO o
Save in: I@Desktnp j - & fj‘ B

Iy Documents
A= My Computer

128 My Metwork Flaces
| Buster_zk

File name: EIIZI Default Configuration Mame 5 19 2003 birs Save I
Save as type: I.bin Document j Cancel

%

Fig. 48 - File Name Screen
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6. Environments

6.1. Overview

The Controller Information window provides you with a instant view
of the health status of the RAID Controller components and a mouse
over function for detailed information of the items listed in the Status
section. User controllable functions include updating RAID Control-
ler firmware, updating the Expansion module firmware (Disk 1/O
module), synchronizing the date and time, resetting or shutting down
the RAID Controller(s), and managing event log files.

6.2. Controller Environmentals

To view controller environmental conditions and manage controller
environmental functions, click the Controller icon located just above
the Tool Bar on the Main screen.

The Controller icon on the Main screen will flash red for a failure
condition and yellow for an abnormal condition. If this occurs, click
the icon and investigate the problem from the information provided.
You may wish to investigate the Event log to verify one or more
eventi(s) that changed the controller status, see section see 13.6.6.
Enclosure Events.

When the Controller Information window opens, the controller’s sta-
tus is displayed via status icons and a text message.

By passing the mouse pointer over each item in the Status group
(controller and battery), a pop-up window will appear with specific
detailed data.

6.2.1. Status

This group of items are applicable to the functional status of the
RAID Controller. They include general controller status and battery
status. Placing the mouse pointer over the item will display a pop-up
window with more detailed information.

Status icons appear adjacent to each item in the group along with
a text message. Status icon and text message conditions are defined
as green - normal, yellow - warning, and red - failed.

When the mouse pointer is rolled over the Battery status icon, the
pop-up display provides general information about the battery, that
is whether it is charged, charging in process, or has a fault. A warn-
ing (yellow) icon indicates the battery is low but is charging. An error
(red) icon indicates the battery is low but has charging for over 24
hours and is most likely defective.

‘ Defautt Configuration Mame
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Configuration

== Create

S Create
wof Bray S Logical Drive

oSN Lagical Diive
[ o S V=

Environments
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ol B configuration
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B Payroll System (4

W Bayroll
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Operations

Controller
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Actual WINN
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[ Failzg
W OK
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3.3 Build F2948
a0
20000050CC0000F2

30000050CCE10018
Dawn (ID: NJA)
Up (4 Goit, ID: 5)
Mon 28 Apr 2008 3:57AM

RESET I SHUTDOWN

UPDATE CONTROLLER Fuif

CONTROLLER

Upper Controller (C1)

RESET SHEITOTNR

UPDATE EXPANSION Fn

EXFORT LOGS

CLEAR LOGS

SYHCHROMIZE TIME

DIAGNOSTICS DUMP
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6.2.2.

This group of items are applicable to the controller’s physical mem-

Hardware/Firmware

ory and firmware. From this group you can determine the type of
processor, onboard memory size, the firmware version, and the
CPLD (Complex Programmable Logic Device) firmware version. The
controller's WWN (world wide name) is presented in this group.

6.2.3.
This group identifies the WWN (world wide name) assigned to the

Configuration

configuration, the speed of each port and the LUN assigned to the
port. The configuration can be assigned the WWN of any controller
preferably one of the controllers installed in the enclosure. For more
information on the configuration WWN and port LUN assignment,
see 7.2.1. Identity.

NOTE: Be careful when changing the Configuration WWN if you
are using any of the Feature products licensed, since changing the
WWN may invalidate the enabled feature such as Snapshot.

6.2.4. Operations

These items include a group of buttons that allow the user to re-
set and shutdown each controller individually, update the controller
firmware (see 6.2.4.1. Updating the Controller Firmware), export the
controller logs (see 6.2.4.5. Exporting the Controller Logs) and clear
the log files (see 6.2.4.4. Clearing the Controller Logs).

The Shutdown button under each controller will cause the control-
ler o execute a graceful shutdown by flushing the cache first then
executing the shutdown command.

NOTE: When choosing to shutdown the RAID Controller(s) for an
extended period of time, be sure to verify that the Cache Active LED
on the RAID Controller is not illuminated indicating that data is still
being held in cache. If it is, wait until the controlling application has
completed writing the data to the disk before continuing with the
shutdown. This will ensure that the backup battery is not holding
cache data and will prevent the battery from being drained.

The user can dump the controller’s diagnostic information into a file
for use with technical support when troubleshooting a problem by

clicking the DIAGNOSTICS DUMP button.

This option provides the means to update the RAID Controller firm-
ware.

Environments
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The controllers have the ability to automatically update their partners
firmware in dual controller configurations, however the update pro-
cess behaves differently under certain conditions. If one controller
has a later version of firmware than its partner controller, during the
startup process the later version firmware controller will automati-
cally update the firmware on the lower version controller. If a partner
controller fails in a dual controller configuration, when the failed
controller is replaced regardless of its firmware version it will always
be updated to match the surviving controllers firmware.

If you want to downgrade the firmware version you must shut down
one controller and flash the operating controller. Then shut down
the controller which was downgraded, bring the second controller
up and flash its firmware to the lower version. Then start both con-
trollers and resume operations.

1. Click the Controller icon located just above the Tool Bar.
The Controller Information window will open.

2. Click the “UPDATE CONTROLLER FW” button.

3. Locate the firmware file, click the Browse button. The file will be
named similar to “EGCN-AxxxxAxx.xx.xxxx.bin.”

The file will be made available from the customer service repre-
sentative or technical support.

4. After locating the file, click the UPLOAD button.

You will see an acknowledgement window appear indicating
the status of the update, followed by the controller automatically
restarting.

NOTE: For more information on License Information, see 1.3.2.
Feature License.

IMPORTANT INFO: The firmware on the Disk I/O modules must
be the same version on ALL Disk I/O modules installed in ALL ex-
pansion enclosures in that storage solution. See section 6.2.4.3.
Determining the Version of Firmware on Expansion Modules.

NOTE: In dual controller configurations, you must shutdown one
RAID Controller and physically remove it from the enclosure be-
fore performing this procedure. Update the Disk I/O module on the
“live” controller, then shut that controller down and remove it. Bring
the other controller back online and repeat the procedure on the
second Disk I/O module.
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. Click the Controller icon located just above the Tool Bar. The
Controller Information window will open.

. Click the UPDATE EXPANSION F/W button.

. Locate the firmware file, click the Browse button. The file will be
named similar to “cdfw_1200 SAS1.0 01.07.bin.”

The file will be made available from the customer service repre-
sentative or technical support.

. After locating the file, click the UPLOAD button.

You will see an acknowledgement window appear indicating
the status of the update, followed by the expansion module au-
tomatically restarting. The RAID Controller will restart after the
expansion module restarts.

. Click the Controller icon located just above the Tool Bar for the
storage system you wish to examine. The Controller Information
window will open.

. Click the DIAGNOSTIC DUMP button.

. Once complete, open the “DiagnosticsDump.log” file using a
text editor.

. Scroll down through the file and look for “List of Enclosures
and Firmware Version” section and view the firmware version of

each Disk I/O module.

IMPORTANT INFO: The firmware on the Disk I/O modules must
be the same version on ALL Disk /O modules installed in ALL expan-
sion enclosures in that storage solution.
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Up(2G

. ID: 4)
Up (4 Gbit, ID: &)

Mon 04 Aug 2008 3:E5TAM

z HoK HoK

M

O Tamparaturs HoK

ru) Hardhwrare/Firmware

z 1200MHz1024MB 1200MH2/1024MB
} 2.5 Build 0002 2.5 Build 0002
j s 0

O Actual WWN 20000050CC0000F2 20000050CC0001F2
Z

20000050CCE10018
Up (4 Goit, ID: 4}
Up (4 Geit, ID: 5

Mon 04 Aug 3008 8:E5TAM

Operations
RESET | sHUTDOWN | RESET | sHUTDOWN |

URGATE TONTROCCER-EY | UPDATE EXPANSION FAL

( EXFPORT LOGS CLEAR LOGS

DIAGHNOSTICS DUMP

LICENSE INFORMATION

Dpening EventLogs.csy il ﬂ

ou have chosen ko open

[:éj EventLogs.csy

which is a: Text Docurment
From: htbpsff127.0.0.1:9202

- What should Firefoo: do with this File?

" Open with |Notepad(default) j

[™ Do this automatically for Files like this From now on,

I

Cancel
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7. Controller Advanced Settings

7.1. Overview

In order to customize your storage solution, you may want to make
changes to the storage systems configuration parameters to optimize
it for your application. This is accomplished through the Advanced
Settings window. These functions include managing the identity,
fault tolerance, host port settings, drive advanced power manage-
ment and array performance tuning.

7.2. Advanced Settings

Click the Advanced Settings icon in the Tool Bar on the Main screen.

The Advanced Settings window will appear. From this window you
are able to make changes to controller parameters, enable or dis-
able Fault Tolerant features, and configure the controller’s host
ports.

The Advanced Settings window is divided into three sections; Iden-
tity, Fault Tolerance and Host Ports.
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7.2.1. Identity

In the Identity section, you can make changes to the Configuration
Name, assign the configuration the WWN of either controller, and
set the LUN (logical unit number) for the controller.

The following describe the components of the Identity section:

4+ Configuration Name - This is the name you will assign to the
configuration. The configuration contains all the information
that defines the disk arrays, logical drives, SAN LUN Mapping,
hot spare drives and controller specific seftings.

If you wish to change the configuration name, enter the new
name in the block provided. Click the APPLY button followed by
the CLOSE button.

4+ Configuration WWN - This is the RAID Controller's WWN re-
ported to the outside world to identify the StorView configura-
tion.

If a new WWN is showing up in the list, it is possible for you
to have a configuration WWN on your system where there is
not a controller in the storage system with the same WWN. For
example: if you have one or two controllers in your system with
no configuration. Note there is no WWN in the Configuration
WWN select box, only Controller 0/1. Then create an array.
Then pull out Controller 0. (If you only had a single controller
in the system then insert another physical controller. If you have
dual controllers then just leave Controller 1 in there. Now go
back and look at your Configuration WWN you will notice a
different WWN for the configuration then the controller's WWN.
The user can only set the Configuration WWN to Controller O or
Controller 1’s WWN.

However, if there is a stale WWN then it will show it in the list
indicating to the user what it is currently set to. The Configura-
tion WWN is what is reported to the outside world no matter
what port you are plugged into the system. This way if you swap
controllers (most likely because of a failure) your Configuration
WWN will still report the same WWN as it did before so you will
not have to change any mappings on your host or fibre channel
switch.

If another controller was used to create the configuration, its
WWN is displayed. You should assign the configuration WWN
to the installed controller. In this case click the pull-down menu
and select Controller O or Controller 1. Click APPLY and restart
the StorView.

IMPORTANT INFO: If you are using the Snapshot feature, your
feature license key is based on the Configuration WWN which is
based on the RAID Controller's WWN used at the time of licensing.
If you modify the Configuration WWN, the feature license key will no
longer be valid and the snapshot function (feature) will be disabled.

4+ Controller LUN - This option allows the user to set a specific
LUN number or disable the Controller LUN. By default the
Controller LUN is automatically assigned the next LUN num-
ber after the last logical drive.

In the event you have an operating system that is having a
problem with the Controller LUN being displayed, click the pull-
down selection and choose “Disabled.”

4+ Different Node Name - Selecting this option allows the con-
troller to report a different Configuration WWN for Port O and
Port 1 (FC Host O and FC Host 1 connectors). Normally, when
deselected, a host connected to either port will see the same
Configuration WWN.

When enabled (selected) you will see a slightly different WWN
for each port but the same Configuration name. This option
is useful to users who are connecting the storage to a switch
employing a fabric topology where the same WWN is not toler-
ated.
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7.2.2. Fault Tolerance - "
St—1View ADVANCED SETTINGS
In the Fault Tolerance section, you can enable or disable controller
features that improve its abilities to maintain a level of fault tolerance. >
Identity Fault Tolerance
4 Auto Spare - This option when selected allows the data to be Canfiataatin Nare Auto Sgars

[P=fault Configuration Name |

rebuilt on the drive that is inserted into the slot from which the

INVYAQ

Configuratian WWN | controtier & v|

{)

mal
o

failed drive was removed. This is beneficial when a hot spare

[[] Bsckground Drive Verify
D Differant Node Namss

or global spare is not designated for a fault tolerant array and = Endlosure Support

Contraller LUN 4 +|
a drive fails in that array. i Iniislization Friorty
. . . . . . Rebuild Pricrity
4+ Auto Rebuild - Selecting this option will automatically start = i
MNetwork Idle Timeout
a rebuild operation when a faulttolerant array loses a drive ~ e
0s oris
member and a replacement or hot spare drive is available and Z Controller D Controller 1
) . ) (‘l Port 0 Port 1 Port 0 Port 1
online. When you assign a hot spare (dedicated or global) o BB ‘ Ve v [ HE v
. . . . . Dsts Rste Autemstic Automatic Automstic Automastic
this option is automatically enabled. After creation of the hot i = Ll = il G
Connection Automatic | Automatic b Automatic Automatic

spare, the option can be disabled if desired.
4+ Single Confroller Mode - When operating in the StandAlone
mode (single controller configurations) selecting this option

Thz Network ldle Timeout s=t=
without any HTTE sctivity. If th

maximum amount of time ware will run

fi
he HTTF interface is
ver. This will not impsct RAID

stops the controller from constantly checking for a partner

DRIVE ARK | _PERFORMANCE OFTIONS |

controller. When operating a duplex Active-Active configura-
RESTORE I APPLY I

tion, deselect this option.

4 Background Drive Verification - This option is used to automati-
cally verify the media on all drives in arrays in the background.
If a media error is detected, the controller can automatically re-
write the data, providing that the array is in fault tolerant mode.

NOTE: System performance may be impacted by Background Drive
Verification, depending on the workload.

4 Enclosure Support - Selecting this option will cause the enclo-
sure components to be monitored by StorView. If you dese-
lect this option StorView will not report the enclosure status,
will not report enclosure events, and the image on the Main
screen will be dimmed. This does not disable the audible
alarm on the front panel.

4 Initialization Priority - This option determines the amount of
processor time allocated to the operation. The higher the val-
ue, the more fime the processor will spend on the initialization
operation, reducing the time to complete the operation. It is
recommended to balance the two priority parameters in the
event a rebuild and initialization were to occur simultaneously.

4 Rebuild Priority - This option determines the amount of pro-
cessor fime allocated to the Rebuild operation. The higher the
value, the more time the processor will spend on the rebuild
operation, reducing the time to complete the operation. It is
recommended to balance the two priority parameters in the
event a rebuild and initialization were to occur simultaneously.

4+ Network Idle Timeout - This option is only displayed for Embed-
ded StorView, and sets the maximum amount of time that the
embedded software will run without any HTTP activity. If the time
period is exceeded the software will assume the HTTP interface
is not responding and will reboot the Embedded module in an
attempt fo recover. This will not impact RAID operations.



LaCie StorView Storage Management Software Controller Advanced Settings

7.2.3. Host Ports - .
StView ADVANCED SETTINGS
In the Host Ports section, you can change the ALPA ID assigned to é‘ e Fatiit Tolarance
each of the controller ports, set the type of connection, and set the gy | immetierss it Spare
= [pfeult Configurstion Nam= | D
data rate. = o
Y | o = Single Controller Mods
4+ Controller Port ID (PO) - This is the target ALPA for both = 5 Z::“;:1
controller(s) port 0. It can range from: Soft Address, or O - ol lizstion Pricrity o v
v
125. The default is ID 4. This setfting applies to Loop topology m Ry o
=
only. -
; Host Ports
4+ Controller Port ID (P1) - This is the target ALPA for both {i_l oo rontraterD oo poomotert
\J /
controller(s) port 1. It can range from: Soft Address, or O - o |- SN /LI | ¢ ____Mr &
125. The defoulf is ID 5. This seHing cpplies to I_OOp fOpOlOgy C:nrzm;r Automatic v P.ut:'r.su; v l.ut;rrztl; An.t;'r-zn;
on|y. Setting Host Port ID s=ts the target ID for the controllers. It can range from: Scft Address, or 0 - 125 for
Fibre Channel or § - 15 for SCSI
NOTE: The ports are identified in the software as PO and P1, they

refer to the label on the RAID Controller which indicates Host O and
Host 1 connectors respectively. Controller O refers to the lower con-

DRIVE APK | _PERFORMANCE OFTIONS |

RESTORE I APPLY I

troller and Controller 1 is the upper controller.

4 Controller Port Data Rate - Use the Automatic setting for most
configurations. If you choose to use a specific setting (1 Gb,
2 Gb or 4 Gb) you override the automatic setting. Be sure the
software setfting here matches the hardware switch setting on
the HBA ports.

NOTE: When using an Active-Active configuration (dual controllers)
set the Controller Port Data Rate to one of the established settings.
When the Automatic sefting is used with Active-Active, it is possible
for the speed to step down to 1Gb during a fail-back operation. Set
the speed to either 2 Gb or 4 Gb to prevent this from happening.

4 Connection - This option sets the type of connection that is
being used from the host or switch. Use the Automatic setting
for most environments where it will attempt to use Loop Only
first then Point to Point. For custom settings, if you are con-
necting to a FL_Port switch or NL_Port HBA then select Loop
Only, and if you are connecting F_Port switch or N_Port HBA
then select Point to Point.
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7.3. Advanced Power Management

Advanced Power Management brings to StorView and the storage
systems two new levels of power management. These new power
management features will help you extend the life of your disk drives,
reduce power consumption, reduce noise levels, and excess heat,
helping you save on energy costs. The first level is Drive Power Man-
agement and the second level is Array Power Management (refer to
section 8.3.1. Array Power Management (APM Level 2) for details
on Array APM.)

7.3.1.

Drive Power Management is accessed via the Advanced Settings

Drive Power Management (APM Level 1)

button and the Drive APM button located at the lower position of the
Advanced Settings window.

APM level 1 or Drive Power Management will manage these drive
group types: hot spare drives, unused drives and failed drives. The
user has the option to set policies for each drive group type man-
aged by APM 1. For each drive group type, the policies are applied
universally. Referring to Fig. 68 and Fig. 69 you can choose to en-
able or disable each drive group type and also enable periodic spin-
up and test of the drives managed by APM. Below the drive group
types section you will be able to customize your drives spinup and
test policies.

NOTE: The power management feature will only spin down eight
(8) unused or spare disk drives at a time. If there are more than eight
unused or spare drives, APM will spin them down in groups of 8 or
less. For example, if you have 10 unused drives, APM will spin down
the first 8, then the remaining 2.

The time the page loaded, displayed across the bottom of the page,
is designed to help you manage real time data for the opened win-
dow. It is a reminder to the user that you must manually refresh the
page to ensure accurate data is presented. Be sure to reload the
page when correct and current information is needed.

IMPORTANT INFO: You cannot enable APM features on drives
that are also being controlled by the Snapshot feature.

1. From the Main screen, click the Advanced Seftings button

q.ﬁ.dua_nced on the tool bar .
Settings

2. From the Advanced Settings window click the DRIVE APM but-
ton located towards the bottom of the screen. This will open the
Power Management window.
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3. For each drive type (Unused Drives, Spares and Failed Drives)
use the mouse pointer to select the check box adjacent to the

type.

If you wish to have the drive type perform a periodic spin-up and
self test, place a check mark in the box for each type, Unused
and Spare drives only.

4. Once you have enabled “Spin-Up Drives Periodically and Test,”
at the lower half of the window choose the policy schedule you
wish to use to manage your disks.

Use the mouse to select whether the drives should spin up and
complete a test. You will choose whether the policy will be daily,
weekly or monthly, and the time to perform the test.

5. Click the APPLY button. Then click the CLOSE button on the
confirmation window.

6. Click the CLOSE button on the window.

7.3.2. APM Characteristics

APM level 1 controlled drives will stay spun down after a configura-
tion has been cleared. Since APM settings are written to meta-data
and the user clears the configuration, then the APM level 1 settings
will also be cleared. APM level 1 drives will not change their state as
they are not updated.

The standard behavior is such that APM level 1 drives will stay spun-
down if they are currently spun down even during configuration up-
dates. They will be spun-up only if the user will require use of those
drives, like creating an array.

If a drive is configured as a spare, it is known as a hot spare if it is
spun-up and a cold spare if it is spundown.

Other characteristics are the drive icon changes to indicate a spun-
down drive. If a drive is unused, a spare, or part of an array and has
been spun down it will have a normal icon except with a blue tint
overlay and a small “moon” icon to the left side of the icon. Refer to
section 2.1.2. Enclosure Section for a list of all drive icons.

IMPORTANT INFO: When drives are spun down and depending
upon the number of drives spun down, it could take longer than 1
and 1/2 minutes to spin the drives back up. If commands are issued
to the drives before they are spun up, the commands will fail. You
will need to reissue the commands once the drives are spun up and
back online.
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7.4. Advanced Performance Options

7.4.1. Performances Options

The following options will assist you in fine tuning the performance
of your system. For specific details on the tuning process and ap-
plied metrics, refer to your supplier for subject related white papers.

This option will determine whether there is normal processing of the
SCSI Cache Synchronize command.

By placing a check mark in the box, the option is enabled. When
enabled, a specific system command will cause the controller to
flush the cache contents to the arrays.

When you disable this option, these system commands are disre-
garded and data is not immediately flushed to the arrays.

If you are operating a duplex system with backup battery units, dis-

abling this option you may improve the system performance.

When disabled, a loss of power may result in data loss.

This option allows the controller to balance response times between
multiple initiators.

When enabled (checked), the controller will attempt to reduce the
maximum response time by servicing the oldest request first.

When disabled (unchecked), the controller will optimize throughput
by sorting 1/O requests to optimize disk access on any array with
writeback cache enabled and write through disabled. This setting
should provide optimized performance for typical workloads.

The default setting is Enabled (checked).

Controller Advanced Settings
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This option allows the user to set the amount of optimization the
controller should perform for sequential write operations.

For best results, choose an optimization level that matches the
amount of sequential write operations for your workload. If the
workload is random or rare write operations, choose the DISABLED
sefting. Choose HIGH for mainly sequential writes, and MEDIUM or
LOW for mixed work loads.

The default is LOW.

7.4.2.

This option allows you to enabled the response and set the response

Overload Management

time out for SCSI Primary Commands.

Choose to enable this option when you want a response sent to the
host within a specified amount of time because the target queue is
full. The timeout periods are expressed in seconds.

The response will be either SCSI TASK SET FULL or SCSI BUSY. Click
“Enable” for SCSI TASK SET FULL and “SCSI BUSY” for the SCSI
BUSY response.

The Queue Full Timeout specifies the delay in seconds that com-
mands will wait for space in the target queue before failing with the
Target Queue Full response selected above. If a response of “Dis-
abled” is selected, then the timeout value is not selectable.

Once enabled, you should select a timeout value shorter then the
transport layer timeout of your host. Otherwise, the commands will
be subject to the normal abort and recovery operations.

The default is enabled and a timeout value of 4 seconds.
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8. Managing the Storage Solution

8.1. Overview

In this chapter several areas are covered that pertain to managing
your storage system. As a guide through this chapter the following

are a list of the subjects included:

<+

Advanced Array Functions

— Deleting an Array

—  Modifying an Array

— Verifying an Array (Parity Check)

— ldentifying Drive Members

— Rebuilding an Array

— Expanding an Array

— Trusting an Array

Advanced Power Management

—  Array Power Management (APM Level 2)
—  APM Characteristics

Restore and Clearing the Configuration
— Restoring the Configuration

— Clearing the Configuration
Advanced Drive Options

— Accessing the Drive Information window
— Locating a disk drive

—  Fail a disk drive

Advanced Logical Drives Functions

—  Viewing Unassigned Free Space

— Expanding a Logical Drive

— Deleting a Logical Drive

Managing the Storage Solution
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8.2. Advanced Array Functions

8.2.1. Deleting an Array

You must stop all host 1/O operations prior to deleting
an array.

Deleting an array will delete all data on the logical
drives and those associated with that array. Be sure you have a back
up of the data before proceeding.

IMPORTANT INFO: You cannot delete any array in the storage
system while any of the following background operations are occur-
ring: Expansion, Rebuild, Initialization, or Parity Check.

1. Stop all host I/O operations.

2. From the Main screen Configuration section, click the <Array
Name> you wish to delete.

3. The Array Information screen will appear, click the DELETE AR-
RAY button.

4. A confirmation screen will appear, type your “password” and
click the GO button. If the wrong password is entered, you will
be prompted and the array will not be deleted.

5. Once the array has been successfully deleted, click the CLOSE button.

8.2.2. Modifying Arrays

Once the array has been created and is online you can make
changes to the following:

4 The name of the array.
4 The Read-Ahead and Writeback cache parameters.

NOTE: You can restore the original settings by clicking the RE-
STORE button which will cancel any changes you have made as
long as you have not clicked the APPLY button.

1. From the Main screen Configuration section, click the <Array
Name> you wish to modify.

2. The Array Information window will open, type a new name for
the array in the Name field and click the APPLY button.

NOTE: If the array was trusted or never initialized, you can initialize
the array from this window by clicking the INITIALIZE button.

NOTE: If an array has been initialized the name of the button will
change to “RE-INITIALIZE.”

Managing the Storage Solution
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St-1View
INFORMATION EXPAND ARRAY POWER MANAGEMENT
Array 0
— Name ; [preyo |
% RAID Level : Drives Used for Data : 4 {-25%)
Array Size : GB {29,228 MB) Drives Used for Redundancy : 2
O Chunk Size : 258 KB Failed Drives : a
- Stripe Size : 1024 KB Initialized : Ye
Z e | [ cache Parameters
-:: Fault Tolerant Read-Ahead Cache : :Aul:-rs[iz :.\
6 Wiriteback Cache : 18 MB
Mirrar (
z "

D o cache if @ contreller battery is low, missing, or
failzd

Dissblz Writeback cache if amay becomes oritical (WA for RAID 0}

Dissblz cachs Writsthrough oparstion whan wiits cache is full.

RESTORE I APPLYT

RE-INITIALIZE I WERIFY PARITY | DELETE ARRAY'
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8.2.3.

Verify Parity

It is desirable to perform a parity check as a normal maintenance
procedure to ensure data integrity. Also, if a RAID 5, 6, and 50 disk
array experiences a situation where a controller is replaced after the

controller is powered off with write operations in progress, it may be

necessary to verify and correct the parity data on the array.

1. From the Main screen Configuration section, click the <Array

Name> you wish to verify parity data.

2. The Array Information window will open, click the VERIFY PAR-

ITY button.

3. Select a verify method from the drop-down list and click the
VERIFY PARITY button.

The table below provides a description of each option.

Check Parity

Rewrite
Parity

Check and
Rewrite
Parity

This option reads all the data and parity, calcu-
lates the XOR of the data, and compares it to
the parity. If there is an error, it is displayed in
the event log.

This option reads all the data, calculates the
XOR of the data, and writes this out as the new
parity. This is the fastest fo complete, since it
does not have the overhead of a comparison.

This option reads all the data and parity, calcu-
lates the XOR of the data, and compares it to the
parity. Then, if there is a discrepancy, it writes this
out as the new parity and creates a log entry. This
is the slowest to complete, since it has the over-
head of a comparison as well as a rewrite.

During the verification, the drive members icons in the front en-

closure view of that array will display an animated icon indicating

a verification is in progress. Also, adjacent to the array name in

the Main screen, a progress bar will indicate the percent complete.
When you place the mouse pointer over the progress bar a pop-up
will display the value of the percent complete.

You can stop the Verification process if you wish by clicking on the
Stop link located to the right of the progress bar.

NOILYWYOINI

z
=
O
=
=
P
X
=
O
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8.2.4. Identifying Drive Members

Should the need arise, you can quickly identify which drives in the St View:
enclosure are members of a specific array. o5 M
On the Main screen located on the right side of an Array name is e

H : L . - IS | e | e [ —
an icon (Drive Identify icon), whose appearance is an arrow pointing anen s

to the lower left corner. This is used to turn on the identify function.

Clicking on the Drive Identity icon will cause all drive members of that
array in the representation of the enclosure front view to have the “Drive

Identity (arrow)” icon displayed on those drives. The icon also appears prme leenilyiee
next fo each logical drive created from the drives of the array.
You can also identify specific drives in an array by flashing its Drive
Status LED, see 8.5.2. Locate Drive.

on displayed
8.2.5. Rebuilding an Array
This option is designed for situations where the user wants to manu-
ally start a rebuild operation.
NOTE: Only one rebuild can take place at a time. If a rebuild is .

! P o St 1View DRIVE
currently underway, the second array scheduled for rebuild will be
on-hold until the first array has completed the rebuild.
Device Inquiry
z Vendor: SEAGATE
One scenario where this option would be useful is if you inadvertent- T e L
i i ive i O s::;f" ’ 3QD0FDS) APM Status : Spun-Up
ly pulled the wrong drive from a working array and that drive is now = i T BEM Stz 2
flagged as a failed drive, regardless of whether or not you re-insert % Block Sizs : 512 bytes R |
Stored Firmware : No nclosure :

the drive quickly. If you do not have a hot spare defined, the array Rl | ik Typo: sATA Stor 1]
will not automatically begin a rebuild operation. You must change g
the status of th.e. ﬂogged. f(ﬁ:uﬁleol disk dr!ve to a spare drive which will — B | sevwe o |
clear the condition and initiate a rebuild.

| close |
1. From the Main screen, identify the “failed” drive displayed in
the enclosure front view and click that drive icon. The Drive
Information window will open.
2. Click the REBUILD ARRAY button. A small window will appear.
3. Scroll down and choose the specific array that became critical St r\fiw DRIVE
from the removed/failed drive.
4. Click the REBUILD button.
Device Inquiry
5. A confirmation window will appear indicating the successful ex- e | Vondor: SEAGATE
R . = | Product: 57314085535 PP
ecution of the command, click the CLOSE button. O ision : Rebuild Array TP
et T e PR
6. Click the CLOSE button on the Drive Information window. ; Diskc o TR el g e
i Physical Size : Select an amray to rebuild: Fmation
- Block Size : Aarray 1 - Drive 138 1
— Stored Firmware : 3
IMPORTANT INFO: For a RAID 6 rebuild operations, if two (2) % Disk Type : —feaue | ouoee |
drives fail, and a rebuild is started after replacing both disk drives, [ oowe | [ REBUILD AR RAY FaLorne |

only one drive rebuild is performed at a time. This means one drive
will be rebuilt then the second drive rebuild will be started.

You can monitor the rebuild operation from the Main screen.
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8.2.6. Expanding an Array

Caution You must stop all host I/O operations prior to expanding
an array. Affer the expansion has reached 1%, then you can resume
your host 1/O operations.

The Expand Array feature is used to increase the capacity of an exist-
ing array. An array can be expanded to a maximum of 16 drives.
Only one array can be expanded at a time.

NOTE: No configuration changes can be made to the arrays, logi-
cal drives, or SAN LUN Mapping while an expansion operation is
in progress.

During the expansion process, data is re-striped across a new set
of data drives, and new parity is calculated and written if necessary
for fault tolerant arrays. If the array is a fault tolerant array, such as
RAID level 1, 10, 5, 6, or 50, it will remain fault tolerant during the
expansion.

Should a disk drive fail in a fault tolerant array during the expansion,
the expand operation will continue as normal at which time it will
flag the drive as failed and use the data and parity information to
create the new data and parity stripe. After the expansion is com-
plete, and if you had a hot spare designated, the automatic rebuild
operation will commence bringing the non-fault tolerant expanded
array back to a fault tolerant condition.

If a second drive failure occurs during expansion, that condition
is not recoverable and you will have a total loss of data. You may
wish to consider backing up the data prior to expanding an array.
Although there is a level of protection during this operation without
the backup, the best insurance is a valid backup.

NOTE: After the array expansion process has completed, if you are
expanding for the purposes of new drive space you will need to cre-
ate the appropriate logical drive(s) and define them in your operat-
ing system.

However, if the expansion is intended to increase the existing logical
drive capacity you will need to perform a LUN Expansion. Afterwards
a third-party volume/partition software product will be necessary to
manipulate any existing partitions.

1. Stop all host I/O operations.

2. On the Main screen locate and click on the <Array Name>
you wish to expand. This will open the Array Information win-
dow.

3. From the Array Information window, click the EXPAND ARRAY
tab, see Fig. 84.

4. Following the sequenced steps, click the Array Expansion Type

pull-down menu, choose the type of expansion applicable to
your array.

5. Select the drives that will be used to expand the array.

6. Verify the changes you are about to make by examining the
“Before Expansion” and “After Expansion” analysis.

continued on the next page >>
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7. If your settings are correct, click the EXPAND button.

8. You will be prompted to confirm the Expand operation. Type
your password and click the GO button.

9. You will receive a screen prompt that the command was suc-
cesstul, click the CLOSE button. If the command was unsuccess-
ful, review the seftings for incorrect parameters and hardware
for operational status.

Once the expansion progress has reached 1% complete, you
may resume normal host 1/O operations.

8.2.7.

When you create an array, you have the option to trust the array.

Trust an Array

This option should only be used in environments where the user
fully understands the consequences of the function. The trust array
option is provided to allow immediate access to an array for testing
application purposes only.

A trusted array does not calculate parity across all drives and there-
fore there is no known state on the drives. As data is received from
the host parity is calculated as normal, but it occurs on a block basis.

There is no way to guarantee that parity has been calculated across
the entire drive. The parity data will be inconsistent and so a drive
failure within a trusted array will cause data loss.

1. On the Main screen in the Tool Bar, click the Create Array icon.

2. The Create Array window will appear, select your drives in the
Available Drives section.

3. Enter a name for your array. You may use up to 32 characters (ASCII).
4. Select the RAID level for the array.

5. Enter the desired chunk size. Click the pull-down menu and
choose from the available values.

6. At ltem 7, use the pull-down menu and select “Trust Array.”

7. Choose the “Back-off Percent” (reserved capacity) for the drives.
The default is 1%.

8. Set the Read-Ahead Cache threshold.

9. Set the Writeback Cache options.

Managing the Storage Solution

AVIYNY ANVdX3

ARRAY

POWER MANAGEMENT

5 3. Verify Configuration :
Expand aray with up to 2 disks | Before Expansion
Raid Level : 5
s o Array Size: 750 GB (753,048 MB)
2. Select Drives : (1 selectad [MIN=1 MAK=Z]) Total Disks : 3
Maxtor 250GB, Enc/Slet/D:153 Sub-Arrays: MNA
Maxtor 250GB, Ene/SlotiDi1 7 4
After
Raid Level: 5
Array Size: 1000 GB (1024,000 MB)

Total Disks : 4
Sub-Arrays : NA

T ——

( EXPAND )
™

Expanding an array is IRREVERSIBLE.
To confirm your selection,
please type your password below and select GO:

CLOSE

@)
]
m
x>
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m
>
e
b
x>
=<

St=1View
Hew Array Settings Recommendations Available Drives  (Projactad sizs :0 68)
1. Performance Profile : |l || A
T Enclosure 1
2, Select drives : A\ win 3 drivers
atcpeng e |aaiisie ENCEARRSS
3. Name : k{),---s, 1 [ Jniasie | wvaiianie | soicasie [ghor Al
=
4. RAID Level: @D rans . =

5. Sub-Arrays :
6. Chunk Size :
7. Initialize/Trust:

8. Back-off percent:

9. Read-Ahead Cache :

10. Viriteback Cache :

CREATE
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10. Click the CREATE button to create and trust the array.

St rView

TecHsuproRT| weLe | asour |

NOTE: A trusted array is indicated on the Main screen with the fol-

i [
lowing icon m, which appears adjacent to the array name. [! e —
LOGS RESCAN I SETTINGS] |© byetioth el
OTHER SERVERS |L'ormqurlmn M‘Whﬂ&! |
A Q¥ oS, WA, RS N ol |
m — II Arrays (2) | [ lopieu Diives [2)  Totll Snapensts (W |
LETEE ] u Eaaell
8.3. Advanced Power Management m—— T -2
= !
Advanced Power Management brings to StorView and the storage [! e I ey
e Grnetomire 1 + Lasats waan oo o

systems two new levels of power management. These new power
. . . . o5~
management features will help you extend the life of your disk drives, I! RS

reduce power consumption, reduce noise levels, and excess heat

helping you save on energy costs. The first level is Drive Power Man-
agement and the second is Array Power Management.

8 .3 . .I . ArrCIy POWGI' Mdndgemel’ﬂ' (APM Level 2) ﬁ Advanced Power Management (APM) cannot be configured because the array has snapshot enabled.

APM level 2 or Array Power Management, will individually man-

age the array’s disk drives through a set of policies that establishes
when the drives should be spun up and spun down. APM level 2 is
implemented on a per array basis. Since APM level 2 deals with the
arrays, each of the respective logical drives will be affected as well.

Important You cannot enable APM features on logical drives and Page Loaded: 0 Day 0 Hour 3 Minutes 56 Seconds ago
their arrays that are also being controlled by the Snapshot feature.

You must disable snapshot to utilize APM.

The information displayed across the bottom of the page is the time
the page loaded, and is designed to help you manage real time

data for an opened window. It is a reminder to the user that you |G et confgurion Hame |

must manually refresh the page to ensure accurate data is present- %commue,nm

ed. Be sure to reload the page when correct and current information Configuration

is needed. WU Qe @R R SR W
Tays (11 Logical Drives (z)  Total Snapshots ()

To configure APM level 2: U | u Pawel
W Inwentary

1. From the Main screen, click the Array <name> you wish to set

or manage APM policies.

continued on the next page >>
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2. From the Array Information window, click the POWER MAN- S _ V "
AGEMENT tab located at the top of the screen. This will display [ TVEW ARRAY

the Power Management settings for this array. INFORMATION || EXPAND ARRAY | POWER MANAGEMENT
3. If not already enabled, click the check box next to “Advanced Y | iadvanced Power
Power Management.” el | APM Status: A B
: _ vl o Ay Peowr
, " . A : Idle Time to Array Spin-Down: | H/A r_” iy ¥ Management is implemented
4. From the drop down menu’s select the “Idle Time to Array Spin- @l Time Lert Before Next Spin-Down: A on & per amay basis. Since
= 4 3 . APM level 2 desls with the
Down” time period, as well as, the number of interval days and/ fa |/meLctiBetone Heod: Somtoss i amays each of the respective
> Periodically Spin-Up Array Members for APM Test: :’SQE: s will bestiacied
or hours before the next APM test. é Numberof Days: W& | You cannot enable APM
et - features on logical drives and
1 1) Number of He 3 i
5. Click the APPLY button. <L rberoftions: [ (Gl Jeb e e
-— Spin-Down Threshold for APM Test: N4 feature, i =t
: : . . = Controller Time:Thu 17 Apr 2008 11:11PM disgmesmi:;::m e
To manually spin up or spin down an array, click the appropri- m b

ate button located near the bottom of the page. -

6. Click the APPLY button. Then click the CLOSE button on the

confirmation window.

7. Click the CLOSE button on the window.

Page Loaded: 0 Day 0 Hour 3 Minutes 56 Seconds ago

8.3.2. APM Characteristics

APM level 1 controlled drives will stay spun down after a configura-

St 1View ARRAY

tion has been cleared. Since APM settings are written to meta-data PIFORMATION EXPANDARR/ |~ POWER MANAGEMENT
and the user clears the configuration, then the APM level 1 settings pl
. K A . C} Power
will also be cleared. APM level 1 drives will not change their state as B | e stacac i =
they are not updated. Al | 1l Time to Array Spin-Down: | 2 Hours v [ 30 Minutes ] Mol e o)
. . . . - Time Left Before Next Spin-Down: 0 Hour 14 Minutes :L:""::I";‘;::Ts'zﬂ"tﬁ
The standard behavior is such that APM level 1 drives will stay spun Pl | Time Left Before Next Spin-Up:o Day 0 Hou 216 Minuies st e o
. . . . - = logical dri Il be affected
down if they are currently spun down even during configuration up- > P‘*”m"m“”"“'”’“em%ﬁ“ e
X . . K Z Number of Days: |3Days  » ‘You cannot enable APM
dates. They will be spun up only if the user will require use of those = ——— o o g b 2
) . . f Number of Hours: | 12 Hours :l their anays that are also
drives, like creating an array. Gl Spin-Down Time to APM Test 3 Days 12 Hours st LB
. . . L. e '_?n Controller Time: Thu 17 Apr 2008 11:11FPM disa:esnapsnmta utilize
If a drive is configured as a spare, it is known as a hot spare if it is = AP,
m
spun up and a cold spare if it is spun down. z
— 5 APPLY
If an APM level 2 policy is set on an array, that array will be spun
down immediately if it has already been idle for that specified amount

of time. APM uses controller statistics to determine the length of time
the array has been idle and those statistics are tracked from the
controller boot time. Even though APM level 2 is not enabled on a
particular array, its status is still fracked.

Other characteristics are the drive icon changes to indicate a spun
down drive. If a drive is unused, a spare, or part of an array and has
been spun down it will have a normal icon except with a blue tint over-
lay and a small “moon” icon to the left side of the icon. Refer to section
2.1.2. Enclosure Section for a list of all drive icons.

IMPORTANT INFO: When drives are spun down and depending
upon the number of drives spun down, it could take longer than 1
and 1/2 minutes to spin the drives back up. If commands are issued
to the drives before they are spun up, the commands will fail. You
will need to reissue the commands once the drives are spun up and
back online.
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8.4. Restoring and Clearing the
Configuration

If your configuration is cleared accidentally and you
cannot restore the configuration exactly as it was, you will not be
able to restore access to the data. This will result in data loss.

It is recommended to periodically save the configuration so that it is
up to date, see 5.6. Saving the Configuration.

8.4.1. Restoring the Configuration

1. From the Main screen Tool Bar click the Archive Configuration
icon. The Configuration Archival Operations screen appears.

2. Click the RESTORE button. You may click the CLOSE button to
cancel and return to the Main screen.

3. The File upload window appears, click the Browse button.

You are presented with the browser’s “Choose File” window.
Select the appropriate file and click the Open button to con-
tinue, or Cancel fo quit.

4. Click the UPLOAD button to continue to restore the configura-
tion, or click the CANCEL button to quit.

5. After you have completed the configuration restoration, and if
you had any RAID 5, 6, or 50 arrays defined, click the Array link
on the Main screen for each RAID 5, 6, or 50 array. Perform
a VERIFY PARITY operation before using those arrays. This will
ensure that the data and parity data are correct.

it = RAn
latard)5
iz w5 28 08 - .
[T ——
LOGE RESCAN I BETTINGS| !
commisro s
OTHER SERVERS S *
Canfiguratian
T T ylede g Crede = vl Lhensy Ak o] Archde
T8 18177 SPUY Gl WREL  UERET @R Peelen ]|
| Aavays12) || Loial Drives (21 Total Snapeots 10)
Iwanna
92, 195.19.17%1 HaupsE u Lagen
TPy -

IR

m L Click un & Ssve for szen information
[slri-RL-RE -
Whetseuns 1 - Ladalk wan ooz ) g

pL -}
N2 995.19.1281

Configuratien Arehival Operations

This feature allows you to save, restore or ¢lear your current configuration

S AVE RESTORE | cLEAR |

Restore Configuration Operation

Allowes you to recower your configuration from a previously saved file.

WARHNING: rou are about to owenwrite the contrallers canfiguration.
This is an imeversible process. After restore, it is your responsibility to ensure
that all redundant data is valid. To proceed, locate the file and click upload.

|| Browse. .. |

UPLOAD CAMCEL

2l
Loak i I [ Deskiop j = B o B
My Documents Event Yiewer
= My Computer Egtstariiew Manager Console
B WinZip

File name: IDalault Configuration Name_E_12_2008 j DOpen I
Fiies of type: i Fies 9 =] Cancel
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8.4.2. Clearing the Configuration m —

[
[T ——

Some conditions or situations may call for you to clear the entire

LOGE RESCAN I BETTINGS|
configuration. OTHER SERVERS o Gy
Configuratian
[! D 0 1 YUY Gl W T uEy Qe )|
| Anvaysi2) | Loyisal Diives (2 Tolal Snapstots (0}
. . . IRRO0A
This process removes all arrays, logical drives, SAN [! 92.385.0.171 " sl ™ taal
TPy T
LUN Mappings, Snapshots, Snapshot Feature License, etc. If there [! Teenos
is any data on the drives, access to that data will be lost when the [! Beissraslil
Clidk un & dévw fod smwaen informalion
COHHgUI’OﬂOﬂ is cleared. e e Gretoire 1 + Lasats e T |
M s
N2 995.19.1281
1. From the Main screen Tool Bar click the Archive Configuration . |
icon.

The Configuration Archival Operations window appears.

IMPORTANT INFO: Before you clear the configuration file, if Configuration Archival Operations
you are using the Snapshot feature, ensure that you make a note
of which WWN the configuration is based on, see 7.2.1. Identity.
When you start your new configuration and if you intend to use the
Snapshot feature, it will be necessary to set the Configuration WWN
based to the same WWN as when the snapshot license key was is-
sued. This is because the snapshot license key is generated so that it
works only with an array using the configuration WWN as it was in

This feature allows you to save, restore or ¢lear your current configuration

S AVE RESTORE | cLEAR |

the previous configuration.

2. Click the CLEAR button.

You may click the CLOSE button to cancel and return to the Clear Configuration Operation

Main screen. : G
Allows wou to remowe your entire configuration.

3. A pop-up window appears, type your password and click the WARHING: This is an ineversible process. Data will be last.
GO button.

Password: I

You will receive a confirmation of the operation. Click the

CLOSE button. | oo [ CANCEL
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8.5. Advanced Drive Options

The Drive Information window provides the user with the ability to
view specific drive inquiry information and make changes to drive
parameter settings. From the Drive Information window you will also
find functional controls that allow you to locate a drive and execute
a rebuild operation.

8.5.1. Accessing the Drive Information

Window

1. From the Main screen, click on any disk drive icon displayed in
the enclosure front view.

The Drive Information window will open.

1] =
Tabre S
{103,104 18 204]

Img7iA
[R2.195.30. 1459

TH008
[92.195.90. 1281

St 1View*

TECH SUPFORT| HELP | |

‘M

| contigurativn
Iw‘"'n”."&' Fogithe  GREN, ol o R
' A | Lagical Duives ) Total Snapshots (0]
i uf 5 W Eaasal
B faster
[ Enciosares o

Chchon & deive lor o lomaton
BN SHUSH 70000030

wen: 200000098520C21E I

St-1View

DRIVE

Device Inquiry
2 Vender : SEAGATE
= Product : STITE0640NS TR
O Revision : 3.AE Usage : Configured (Aray 2, Drive 2)
= Serial : 3QDOFDSS APM Status : Spun-Up
:7 Physical Size : 749 GB (750,204 MB) Status : 0K
= Block Size : 512 bytes
2 Stored Firmware : Na SES Information
= Disk Type : SATA, Enclosure : 1
& Slot : 7
7

LOCATE MAKE SFARE REBUILD ARRAY | FAIL DRIVE |
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8.5.2.

This feature allows you to locate a drive installed in the enclosure
using the Drive Activity LED.

Locate Drive

1. To locate a disk drive, select a drive icon in the enclosure front
view and click that drive icon.

The Drive Information window will open.

2. Click the LOCATE button.

3. A sub menu will open in the Drive Information window, from
which you will select the time interval to blink the Drive's Activity
LED. Select the time period you desire.

4. |dentify the drive in the enclosure by its blinking Drive Activity
LED. Refer to the hardware user’s guide for details on Drive
LEDs.

8.5.3.

This feature allows you to fail a drive that is a member of a re-
dundant array. This provides the ability to safely fail a drive that is
suspect of an impending failure or any other reason such as a drive
inspection.

Fail Drive

1. To fail a member disk drive, select a array member drive icon in
the enclosure front view and click that drive icon.

The Drive Information window will open.

2. Click the FAIL DRIVE button.

The drive is then taken offline and marked as a failed drive. For
RAID level 1/10 and 5, one drive can be failed, and for RAID
level 6, two drives can be failed. Drives cannot be failed as
members of a RAID O array.
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8.6. Advanced Logical Drive
Functions

8.6.1. Viewing Unassigned Free Space

Prior to creating or expanding a logical drive, you may wish to
examine the unassigned free space. This will help you identify the
available free space that can be used to create and expand logical
drives.

The Create Logical Drive window is designed to display all available
unused space or free regions.

1. From the Main screen in the Tool Bar click on the Create Logi-
cal Drive icon.

The available free space is displayed in the “Select which
Array(s) to Use” scrollable window. You will see each array and
how much space is available.

2. If you were just interested in the available free space, click the
CLOSE button. Otherwise to continue with creating a logical
drive, see 5.5. Create the Logical Drive.

8.6.2. Expanding a Logical Drive

You must stop all host I/O operations prior to expand-
ing a logical drive.

Expanding a logical drive is a utility that allows you to take an exist-
ing logical drive and expand its capacity using free regions.

NOTE: After the expansion process has completed you will need to
use a third-party volume/partition software product to manipulate
any existing partitions.

1. Stop all host I/O operations.

2. From the Main screen in the Logical Drives section, click on a
<logical drive name> that you wish to expand. The Logical
Drive Information window will open.
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Locate the Expand section of the window (lower half), and fol-
low the sequenced steps beginning at “Step 1” where you will
choose a free space region to be used for the expansion.

In the “Add Capacity” box, enter the amount of the selected
region to expand the logical drive. You may use the entire free
region space or a portion of it, specify by entering the number
of GBs to use.

5. Click the EXPAND button.

6. You will be prompted to enter your password to confirm the
expansion. Type in your password and click the GO button.

7. You will receive a screen prompt that the command was suc-
cesstul, click the CLOSE button. If the command was unsuccess-
ful, review the seftings for incorrect parameters and hardware
for operational status.

8.6.3. Deleting a Logical Drive

You must stop all host I/O operations prior to deleting
a logical drive.

Deleting a logical drive is an option that allows the user to remove
an existing logical drive that is no longer needed or desired. If the
logical drive was previously used be sure to make a backup of any
data on the logical drive. After deleting the logical drive, SAN LUN
Mapping (if used) and the operating system will need to be modified
due to the missing drive.

1. Stop all host 1/O operations.

2. From the Main screen in the Logical Drives section, click on a
<logical_drive_name> that you wish to delete.

The Logical Drive Information window will open.
3. In the Logical Drive section at the top, click the DELETE button.

4. You will be prompted to enter your password to confirm the
deletion. Type in your password and click the GO button. Click
the CANCEL button to exit without making any changes.

5. You will receive a screen prompt that the command was suc-
cessful, click the CLOSE button. If the command was unsuccess-
ful, review the settings for incorrect parameters and hardware
for operational status.

Z
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9. SAN LUN Mapping

9.1. Overview

SAN LUN Mapping is a feature licensed product. You must have a
feature license validated for either the 15 day grace period, or an
unlimited license. Refer to section 1.3.2. Feature License.

When attaching more than one host system to a storage system, it
may be necessary to more precisely control which hosts have access
to which logical drives. In addition to controlling availability on a
controller port by port basis, it is also possible to further restrict ac-
cess to a specific host system or single adapter in a host system by
the use of SAN LUN Mapping. Up to 512 SAN LUN Mappings are
supported.

9.2. Terminology

The following table describes the terminology relating to StorView's

SAN LUN Mapping.

HBA Port This is an eight byte hexadecimal number,

Name (Port uniquely identifying a single host HBA port. It

Name) incorporates the World Wide Name and two
additional bytes which are used to specify the
format and indicate the port number.

Mapping A 32 character name that can be used to

Name identify the host system.

Read/Write A host may read and write to the logical

Access drive.

Read Only A host may only read from a logical drive.

Access

*Used in an- This notation marks a logical drive that has

other Mapping

been mapped to another Host HBA Port, but
is available to be mapped to the selected
Host HBA Port. You will receive a single
warning about this during each session.

And file sharing or path failover software is
required to prevent data corruption.

SAN LUN Mapping
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9.3. Accessing SAN LUN Mapping

Clicking the “SAN Mapping” icon in the Tool Bar on the Main screen
will open the SAN LUN Mapping window. Here you will find a list of
the specific host HBA and their ports. You can view, name, create
and remove mappings from this window. If no mappings are pres-
ent, you may create a new mappings using the “ADD MAPPINGS”
section. If a mapping exists, selecting a HBA will display the current
mapping(s) and its parameters.

A list of current mappings for each HBA port is displayed with the
specific port is selected. A graphical image depicts the basic HBA to
Controller port connection and mapping details.

9.4. Overview: SAN LUN Mapping
Window

Fig. 111 provides an explanation of the components of the SAN
LUN Mapping window.

A graphical illustration of the physical connection from the Host HBA
Port to the enclosure’s controller port is provided to help you visual-
ize the topology being mapped.

The SAN LUN Mapping window is basically divided info sections.
Each section allows you to perform a task in the process or creating
a SAN LUN Mapping.

9.4.1. SELECT YOUR HBA and NAME YOUR
HBA PORT Section

In this section you will see the discovered HBAs and their ports in the
“SELECT YOUR HBA” section. You must name the HBA port to be
able to proceed, so in the box labeled “NAME YOUR HBA PORT:”
enfer the name you wish fo use to identify the port. For example:
Qlogic A Port 0, or Qlogic B Port 1. The graphic displays the WWN
of the controller and a depiction of the cabled HBA to Controller
Port.

St rView

SAN LUN MAPPING

SELECT YOUR HBA € | | NAME YOUR HBA PORT: | @

Qlogic A Por WWN: 2001001B322058CE / 2101001B322058CE
Qlogic B Port0 -

J

F-gli =

=
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Lunvooo =] [Loo =] o
(Advanced Options) Hest Port | copo I cor1 [T cipo W cips Fermissions: | ResdWrits =

NOTE: 14 days remaining on the SAN LUN Mapping grace period.

MAPPINGS [ Dissble Cantrolier LUN @

oo § 2 e
LuN oot figl Lo o - S0 ro
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9.4.2. ADD MAPPINGS Section

In this section you select the LUN number to use for the mapping
and choose a logical drive that has already been created.

Also you will select the controller and ports from which to make the
mapping available on and set the permissions of the mapping. Click
the button with the “plus” symbol will add this mapping to the MAP-
PINGS section.

You will have the following choices for your controller/port: COPO,
COP1, C1PO and C1P1. Where CO represents the left or lower con-
troller and C1 represents the right or upper controller, and PO indi-
cates the port marked Host O, FC Host O, or “IN” O, and P1 repre-
sents the port marked Host 1, FC Host 1, “IN” 1 on each controller.
Choose the ports on which you want the logical drive to be seen.
Ensure you have cables connected to those controller ports.

NOTE: All the different port markings are provided since this docu-
ment supports several controller model types.

9.4.3. MAPPINGS Section

In this section you will see the list of mappings you have created dur-
ing this session. You can also disable the Controller LUN if a conflict
occurs. The mapping displays the LUN number assigned, the logical
drive name/number, which controller and ports it is available on
and which the permissions are for the mapping.

A button with a “minus” sign is provided to remove a mapping.

NOTE: If you wish to make changes to an existing mapping you
must first delete the mapping, then re-create the mapping with the
new parameter settings.

Also in this section you will see the number of days remaining on the
15 day grace period license. With the unlimited full license you will
not see a message. You will also receive a Controller related event
every 24 hours reporting the number of days remaining on any of
the temporary licenses.
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9.5. Creating a SAN LUN Mapping S Topm——

antroler 0 & 1

The following are the steps to create a SAN LUN Mapping. It is as- Configuration

sumed a full license has been validated. ST Gl LgeOme  goAgumced g Mok
Arvays (2) | [ Lowigat i ) TotalSnapshots 0y |
M Payroll Systerm [ W Bayrall

IMPORTANT INFO: If you infend to use the snapshot feature and Binentors [ B Inventery

choose to have access to this logical drive from your operating sys-

tem or VSS, you must SAN LUN Map the logical drive. You may do Enclosures 1)

this before or after the snapshots have been taken. Cick on a dive for more formaton i

SN SHUS21 72000000320

whwN: 200000008520C21E |

1. From the Main screen click the SAN Mapping icon in the Tool
Bar. The SAN LUN MAPPING window will appear.

2. Select the Host HBA port. ||

In the “SELECT YOUR HBA” section, choose an unnamed port
and identify it using the displayed HBA Node WWN and Port
WWN.

3. In the “NAME YOUR HBA PORT” section, enter a user defined
name for the HBA Port. The name will appear in the “SELECT
YOUR HBA” section, as you type.

You may use up to 32 ASCII characters, however only 26 char-

acters are displayed in the “SELECT YOUR HBA” section. The
minimum number of characters is five.

St rView SAN LUN MAPPING

4. Repeat for any other HBA port.

SELECT YOUR HEA € | | NAME YOUR HBA PORT | @

continued on the next page >>

f | | wwn: 2000001B220058CE / 21000018320058CE

[Unnamed

B@G@H

ADD MAFFINGS [7]
[Lunooo =] [Loo ~1
{Advanced Options) Host Port: ¥ coro I cor1 [T ciro [T cipt Permissions: | Resd/Write >

WMAPFINGS [~ Disable Controlier LUN @)

There are no mappings on this HBA. Please choose a logical drive or a snapshot to map by
clicking the Add mapping button 9 above.

APPLY
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5. Add a mapping.
f | Warning: Because an asterisked logical drive has been selected,
‘{f} the logical drive will be shared between host HBA ports, Usually
file sharing or path Failover software is required to prevent data
carruption.

In the “ADD MAPPINGS” section, do the following:

a. Choose the LUN (logical unit number) to present the mapped
logical drive to the Host system. Click the drop-down menu Sou will nok receive this warning again during this session.

and choose the desired number.

QK ] [ Cancel

b. Select the logical drive you wish to map. Click the pull down
window and select from the list of logical drives displayed.
Default logical drive names are LDO, LD1, LD2, LD3, etc.

NOTE: Logical drives marked with an asterisk “*” indicate that an- S : V- .

other mapping for another Host HBA has been established for this [ TVIEW SAN LUN MAPPING
logical drive. You can map it again to additional HBA's but know
that all Host HBAs mapped to this logical drive will see and have

w
. . . . . i . Pl | SELECT YOUR HBA @ | | NAME YOUR HBA PORT: | @
access to this logical drive. You will receive one warning about this z
. . . . QlogicA Fot 0 WWHN: 2001001B322058CE / 2101001B222058CE
process during a SAN LUN Mapping session. Also you must use file — | —
sharing or path failover software to ensure data integrity. = [ o) =
i v A et

c. Select an access permission for the mapping. Choose from
the drop-down menu: Read/Write or Read Only.

>
s
-
7

@

=] [ [ Fo | e =]

NOTE: Microsoft Windows does not support Read Only permis-

sions. ADD MAFFINGS (7]
Lunooo =] [Loo |
(Advanced Options) Hest Port I cora I cop1 [T cipo M cips Farmissions: | Resdrits 7]
d' Seled fhe HOSt Por‘r/Chonnel. MAFFINGS [~ Disable Controller LUN @)
Click the check box(es) for the port that you wish the mapping Lunooo  Loo @
to be available: COPO, COP1, C1PO, and/or C1P1. Where CO Lun 001 igl Lo o - =0 o @
represents the left or lower controller and C1 represents the
APPLY

right or upper controller, and PO indicates the port marked FC

Host O, and P1 represents the port marked FC Host 1 on each
controller. Ensure that the ports you select are properly cabled.

e. Click the button with the “+” symbol on it. The mapping is
added to the MAPPINGS section.

6. Review your mappings and settings, then click the APPLY button.

7. You will receive a confirmation, click the OK button to continue,
or CANCEL to exit and return to the SAN LUN Mapping window.

8. You may continue to create more mappings by repeating the
above procedures or end this session by clicking the CLOSE
button.
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9.6. Deleting a SAN LUN Mapping St View

SAN LUN MAPPING

NOTE: Prior to deleting SAN LUN Mappings, clear your web brows-
er's cache (with Internet Explorer the function is known as deleting

SELECT YOUR HBA € | | NAME YOUR HBA PORT: | @

NVS

QlogicA Pot 0 WWN: 2001001B3220558CE/ 2101001B2322058CE

Temporary Internet Files), then proceed with removing the map- ogic B Porl 0

pings.

NN

1. From the Main screen click the SAN Mapping icon in the Tool

Bar. 0]

G-gli =

z
>
=
)
Z

=

2. Select a Host HBA port in the “SELECT YOUR HBA” section that
contains the mapping to be removed.

0

ADD MAFFINGS (7]
3. Select a Mapping to be removed from the “MAPPINGS” section. ey uod g oo I o
(Advanced Options) Hest Port | coro I cor1 [T cipo W cips Permissions: | Resd/Write &
. . " . "
4. Click the button with the “minus” symbol. Amries I Disecte Conolier LN ©
5. Click the APPLY button. Lunooo & Loo =]
LuN oot figl Lo o - so ro
6. You will receive a confirmation, click the OK button to continue,
ARELY

or CANCEL to exit and return to the SAN LUN Mapping window.

7. You may continue to remove more mappings by repeating steps
3 and 4 above, or end this session by clicking the CLOSE but-
fon.

NOTE: After deleting the SAN LUN Mappings, the port mappings
for that logical drive are disabled. Be sure to access each logical
drive affected and configure the port mappings as desired. Refer to
Create a Logical Drive for information on mapping the logical drive.
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9.7. Modifying a SAN LUN Mapping S View' SAN LUN MAPPING

In order to make changes to an existing SAN LUN Mapping, you
must first remove the existing mapping and then re-create the map-
ping with the changes.

SELECT YOUR HBA € | | NAME YOUR HBA PORT: | @

|Qlog\cAPod0 WwN: 2000001B320058CE/ 2100001B320058CE

NVS

NN

Making changes to these mapping parameters may
have an adverse affect on other mappings or to the operating system
accessing the logical drive.

D)

™ =

=
i
=
Z

Ersllg-gT

9

1. From the Main screen click the SAN Mapping icon in the Tool

Bar.
ADD MAFFINGS (7]
2. Select a Host HBA port in the “SELECT YOUR HBA” section that o sca g 100 i o
contains the mopping to be removed (Advanced Options) Hest Port. I cora I cort [T cipo ¥ cips Parmizsions: | ResdWrits ¥
MAPPINGS [ Disatle Cantrolier LUN @)
3. Select a Mapping to be modified from the “MAPPINGS” section. T =
LUK a0t figl Lo - sn ro 5
NOTE: Make a note of the settings for this mapping to use when o
you re-create the mapping.

4. Click the button with the “minus” symbol.

5. Click the APPLY button.

|é Default Canfiguration Name

6. You will receive a confirmation, click the OK button to continue,

Controller 0 & §

or Cancel to exit and return to the SAN LUN Mapping window. r——
\;-;(cl{ﬁwa; '@‘Lumccr: ?It:;iw “S?ac;sl E:Iisw @ "s‘u"ﬂ%’é" H Cuﬁiﬂ'\?lion
Arrays (2) | [ LOigal Drivgs)  Total Snapshots (0

. B Payroll System M | m Payrell
9.7.1. Re-Create the Mapping Biusitory: —
1. From the Main screen click the SAN Mapping icon in the Tool i

Enclosures (1)

Bar. The SAN LUN MAPPING window will appear. .

Chick on a drve lor mare informalion
SM SHUSZ 172000000320

Wwh: 200000088520C21E J§ ]

2. Select the Host HBA port or Host HBA Initiator ID.

In the “SELECT YOUR HBA” section, choose an unnamed port
and identify it using the displayed HBA Node WWN and Port .
WWN. This data is located above the graphical image of the I
storage system.

3. In the “NAME YOUR HBA PORT” section, enter a user defined
name for the HBA Port. The name will appear in the “SELECT
YOUR HBA” section, as you type.

You may use up to 32 ASCII characters, however only 26 char-
acters are displayed in the “SELECT YOUR HBA” section. The
minimum number of characters is five.

4. Repeat for any other HBA port.
5. Add a mapping.

In the “ADD MAPPINGS” section, do the following:
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a. Choose the LUN (logical unit number) to present the mapped Rl [T N R ]
= - o > r 20058C]
logical drive to the Host system. Click the drop-down menu [ b s s s
= HEs
and choose the desired number. = 10
Zz e DB
oo NP

b. Select the logical drive you wish to map. Click the pull down

window and select from the list of logical drives displayed.
Default logical drive names are LDO, LD1, LD2, LD3, etc.

PE =l [ oS e

ADD MAPFINGS a
[Lumooo =] [Loo ~1
{Advanced Options) Host Port: ¥ coro [T cort [T ciro I cipt Permissions: | ReadWiite (=]

b=
-
o
Z
o

NOTE: Logical drives marked with an asterisk “*” indicate that an-

other mapping for another Host HBA has been established for this

logical drive. You can map it again to additional HBA's but know
that all Host HBAs mapped to this logical drive will see and have

access to this logical drive. You will receive one warning about this MAPPINGS I Disable Controlier LUN @

process during a SAN LUN Mapping session. Also you must use file

ShOrIng or pth {OIlOVer SOHWOI’e fO ensure dleO Integr”y' There are no mappings on this HBA. Please choose a logical drive or a snapshot to map by

clicking the Add mapping button 9 above.

c. Select an access permission for the mapping. Choose from
the drop-down menu: Read/Write or Read Only.

NOTE: Microsoft Windows does not support Read Only permis-

sions. : ; ; :
€ | Warning: Because an astetisked logical drive has been selected,
‘{,} the logical drive will be shared between host HEA ports, Usually
file sharing or path Failover software is required to prevent data
d. Select the Host Port/Channel. corruption,
Click the check box(es) for the port that you wish the mapping You will nok receive this warning again during this session.
to be available: COPO, COP1, C1PO, and/or C1P1. Where CO
represents the left or lower controller and C1 represents the Ok ] [ Cancel

right or upper controller, and PO indicates the port marked FC
Host O and P1 represents the port marked FC Host 1 on each
controller. Ensure that the ports you select are properly cabled.

SELECT YOUR HEA ©) | | NAME YOUR HBA PORT: | @

|Dlng\c A Fort0 WWWN: 2000001B320058CE / 2100001B320058CE

NN

>
=
=5
Z

o

2 | oSl e =

ADD MAFFINGS (2]
[Lunooe =] [Loo ] o
{Advancsd Options) Hest Part: [ coro Il cor1 [ c1ro ¥ c1pa Permissions: | Resdirits =]

MAPFINGS [ Disable Controller LUN @)
Lunood & Lo =]

Lun oot gl Lo o - 50 ro 5
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10. Using Snapshot

10.1. Introduction

StorView’s Snapshot is a licensed feature product. It has been de-
signed to give the user considerable flexibility when setting up and
performing snapshot and snapback operations. Snapshot fully sup-
ports Microsoft’s Volume Shadow Copy Service (VSS).

A snapshot allows the user to create a point-in-time image of a
logical drive that contains exactly the same data at the point the
Snapshot was taken. Snapback allows the user to restore the logical
drive to that point in time when the snapshot was taken.

For Windows-based systems, it is recommended to use the VSS pro-
vider to take and manage snapshots. Although you will use VSS
to take the snapshots, StorView will still be used to create arrays,
create logical drives, create ODA's, enable snapshot and perform
snapback operations.

Unix-based systems will use the StorView snapshot functionality for
their implementation of snapshot. This includes creating arrays, logi-
cal drives, ODA’s, and enabling snapshot, in addition to snapshot
management, taking the snapshots and performing snapback op-
erations.

NOTE: APM level 2 cannot be enabled on an array that has Snap-
shot enabled.

For additional information, see 15. Optimizing Write Performance.
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10.2.Enabling Snapshot

This process will enable the Snapshot feature by creating an Over-
write Data Area (ODA) and pairing it to a logical drive. You may
create one ODA for the limited license and up to 256 ODA's with
the maximum license.

IMPORTANT INFO: You cannot enable Snapshot support while
an array expansion or array initialization is occurring.

Please wait for the operation to complete before attempting to en-
able Snapshot.

IMPORTANT INFO: If you intend to use the snapshot feature and
choose to have access to this logical drive from your operating sys-
tem or VSS, you must SAN LUN Map the logical drive. You may do
this before or after the snapshots have been taken.

1. Ensure you have an array created to hold the ODA.

NOTE: It is recommended that you have an array created specifi-
cally for the Overwrite Data Area (ODA).

2. From the Main screen select a logical drive that will be snap-
shotted.

The Logical Drive Information window will appear.

IMPORTANT INFO: If this is the first ime enabling Snapshot, you
will have the ability to create one ODA and pair it to one logical
drive. If you attempt to exceed the limits of the Free License, you
will be prompted to enter your license key. To obtain a license key,
contact your sales representative for feature licensing.

3. Click the ENABLE SNAPSHOT button.

IMPORTANT INFO: If you have not mapped the logical drive, you
will receive the alert message in Fig. 124.

When the Snapshot/ODA Management window opens, the fol-
lowing message will be displayed for logical drives that are not
SAN LUN Mapped. If you are using a VSS Provider and the
VSS Provider does not require the logical drive to be SAN LUN
Mapped, ignore the message displayed.

i = D
labss
[992,195.10.204) —

o T e——
LDGS I ﬂE!CﬂNI!EY'lNMI !
ﬁ.-m”‘
OTHER SERVERS
| configuration
e P~ T " st
280771 | ST GraSu., RN, |tenoe Ui ot
|

|[Arvawsin [ Logialluiyes @) Totel Snapshots @0
D Taegons, | [T ——_ ]
S ges 35 1/0) |

D
9216330170
L
B reegras [ Enciosares m ol
T e gl -~ . _
e

m Enclosesn 1 - Lucaly Wt 2000000BES0CE Jl
92106 96 128

R P

St View

Logical Drive 0
=z Name: LD 0 | Availability
el Controller 0 Fort 0
Size: 100 GB {100,000 MB| Block Size: 512 bytes
O : ¥ Contraller 0 Port 1
E Regions: 1 Mapped to: ‘ 0 v Controller 1 Fort 0
b ,-
; Access Al hosts without mappings cunently have acosss to this logical Gantraller 1 Port 1
= type: drive. The ‘Mapped to' parsmeter can be set to configure
— which LUN it is presented ss.
O APPLY | DELETE | _EMABLE SNAPSHOT | _ SNAPSHOT MANAGEMENT

Expand Logical Drive

1. Select Free Region(s) : 2, Add Capacity : |:|Ma, : Select region(s)

Anay 0 {Region 1), 1087 GB

Ansy 1 {Region 1), 1087 GB Mote: Selactthe areas you wish to expsnd the
LUN onte. Then select the amount of
space you want to add to the existing size
After this operation Is complete, you may
need to adjust your operating system to
support this modified size.

EXPAND I

©  Alert: This logical drive isnot SAR LUN Mapped. [fyou intend to use

_!}. yaur wendor's WSS Hardware Provider to take shadow copies ofthis
logical drive, vou may need to SAN LUN Map it first. Referto yourws5
Provider documentation for specific details.
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If you have exceeded the limited free license you will be prompt-
ed to upgrade by entering a license key. To upgrade continue
with step 3, otherwise skip to step 5.

4. Enter your license key and click the Submit License Key button.

You will receive confirmation that it was successful. If the procedure
is unsuccessful ensure the key has been entered correctly and re-
peat. If it still remains unsuccessful contact customer support.

Using Snapshot

St—1View

LOGICAL DRIVE

Logical Drive 0
—_ p ODA
Z fort 0
gl Snapshots (0 in total) : i
O There are currently no snapshots s
=0 tart 0
= fart 1
=
I
b |
o =
Z | E This logical drive is #ot SAH LUN mapped. if you intend to use your vendor's
1. V5SS Hardware Provider to take shadow copies of this logical drive, you may
needto SAH LUN Map it first, Refer to your VSS Provider documed jon for
specific details.
TAKE SNAPSHOT | SNAPBACK | pELETE SHAPSHOT |
Remaining ODA Capacity: 1GB
Total ODA Capacity: 168
| | ODA Stripe Size: 64 KB
ODA Status: oK

License Information

Below is your Featured License Information:

“You may change your featured license key by typing it below and olicking "Submit License Key."

Cunent License Key Mia
Configuration WiNN 20000050CCE00F3F

Snapshot License Information

Licensed Number of Ovenarite Data Areas (ODAS) [Max; 256] 1
Licensed Number of Snapshots per Logical Drive [Wax: 6] 4
Licensed Number of Contrallars [Max; 2] 2
Evaluation Days Remaining Unlimited

SAH LUN Mapping License Information
Ewaluation Days Remaining 14

License Key | | [ Submit License Key ]

License Information

Below is your Featured License Information:

You may change your featured license key by typing it below and clicking "Submit License Key "

“Yout lizense was changed successtully!

Current License Key WG 3R B MRRERAS MW CH DSMAN M2 AAMM M AN
Configuration AN 20000050CCE00F3F

Snapshot License Information

Licensed Number of Owenurite Data Aress (0DAS) [Max: 256] 256
Licansed Number of Snapshots per Logical Drive [Max: 64] 84
Licensed Number of Contrallers [Masx: 2] 1
Evalustion Days Remaining Unlimited

SAN LUN Mapping License Information

Evaluation Days Remaining Unlimited

B M DS M

License Key [ | [Submit License Key
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5. Select the array you wish to use for the Overwrite Data Area
(ODA). This is where all the snapshot’s will be stored for this
logical drive.

NOTE: It is recommended that you have an array created specifically
for the Overwrite Data Area (ODA). Choosing a different array then the
array the logical drive uses will avoid any performance compromises.
If necessary, return to the Main screen and create a new array for the
ODA. (You will need to wait until the new array completes initializing
and refresh the Logical Drive window for the new array to appear.)

By default the option “Show arrays used by this logical drive” is
not selected. This is to deter the user from selecting an array that
comprise the logical drive’s arrays, as it is not the recommended
choice. When the check box is selected in addition to the other
disk arrays, the arrays for this logical drive are shown as well
and can be selected.

6. Enter the size of the Overwrite Data Area in gigabytes (GBs).

It is highly recommended to consider future usage in order to
determine the proper size to use based on the number of ex-
pected snapshots. Capacity planning is vitally important. If the
Overwrite Data Area (ODA) size is exceeded, all snapshots as-
sociated with the logical drive become invalid.

7. From the drop-down menu, choose the desired stripe size (or
write buffer size) for the Overwrite Data Area (ODA). The choic-
es are: 64KB, 128KB, 256KB, 512KB, or TMB.

It is recommended that you choose a stripe size based on your
application’s need. If you are making small changes, such as
with a database, then you will want the smallest stripe size. If you
are making large changes, such as with video application, then
you will want a much larger stripe size.

NOTE: The stripe sizes available in the drop-down menu will change
dynamically based on the size of the ODA entered. For example if
you specify an ODA greater than 549 GBs, the selection for 64 Kb
will not be displayed. If you enter an ODA size greater than 1 tera-
byte, then both 64 Kb and 128 Kb stripe sizes will not be displayed
in the drop-down menu.

8. Click the ENABLE button. You will see a confirmation window.
9. Click the CLOSE button.

St 1View

LOGICAL DRIVE

Logical Drive 2

Enable Snapshot

Regior

Acces
type:

NOILYWYOINI

Expand

1. Select

2. Size of ODA (GB):

3. ODA stripe size:

" 1. Select array(s) to use to store the ODA: L0 PortD
GGl Anay O (Regicn 1), 1087 GB, RO
Amay 1 (Region 0), 1187 GB, RO

[~ show arrays used by this logical drive

r0 Part 1
r1 Port
ri Part1

T

<)

365 Max: 365 GB

IEQKEI vI
[“eeie | cance

Stripe Size

64 KB

128 KB
256 KB
512 KB

1 MB

Maximum Overwrite Data
Area Size (ODA Size)

549 GB
1TB
27TB
4 TB

8 TB
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The Time/Date stamp of the Snapshot is the governing authority as

which LUN it is presented as.

APPLY I DELETE I ENABLE SHAPSHOT I SHAPSHOT MANAGEMENT

User Manual page 93
10.3. Performing a Snapshot
This process will take a point-in-time image of the selected logical i | Lovicel Drived
. , . . o ” : Availability
drive. Snapshot’s are automatically named, starting with “Snap 00 = "f""e Bl . | e
and will increment for each additional snapshot (Snap 01, Snap 02, O IR e Contolier 0 Port 1
etc.) for that logical drive, unless a Snapshot has been deleted then oy | Regions: ween: B z“"”::;‘: :””j
£ csts without magpings cumently have acoess to this logica ontrofet-]iFoe:
it will automatically name the snapshot with the next available name. Bl | G e e e b g
O
7

to which is the latest and correct file.

IMPORTANT INFO: If you are using Microsoft Windows Server
and VSS (Volume Shadow Copy Service), it is recommended to use
VSS as the preferred method for taking snapshots.

You can view your snapshots from the Snapshot/ODA Management
window. However, it is important to note that the name will not al-
ways be the next sequential numbered name.

IMPORTANT INFO: You must ensure that applications writing to
the logical drive are synchronized with the snapshot.

This can be performed in a variety of ways depending on the appli-
cations using the logical drive where the snapshot is being initiated.
Buffers may need to be flushed for a consistent point-intime image
of the files on the logical drive.

1. From the Main screen select the logical drive to which you wish
to take a snapshot.

2. From the Logical Drive window, click the SNAPSHOT MAN-
AGEMENT button.

3. Click the TAKE SNAPSHOT button to begin the snapshot pro-
cedure.

You will receive a notice, prompting you to ensure the applica-
tions have been synchronized and the logical drive is dismount-
ed to ensure a valid snapshot is taken.

You will see a confirmation window once it is complete. Click

the CLOSE button.

continued on the next page >>

Expand Logical Drive

1. Select Free Region(s) : 2. Add Capacity : l:l"'ax : Select region(s)

An=y 0 Region 1), 1087 GB
Anzy 1 {Region 1), 1087 GB Hote: Select the sress you wish to expand the
LUN onta. Then seled the amaunt of
space you want te add o the existing size.
After this operation is complete, you may
ne=d ta adjust your operating system to
suppart this modified size.

EXPAND I
St=1View
Logical Drive 0
= DDA
Tt
= lort 8
O fort 1
Snapshots :
el There are curently no snapshots prtd
£ lart 1
—_—
=
=~
O —
| E
7k
:
TAKE SNAPSHOT | SNAPBACK | DELETE sMapsHOT | LUN
Remaining ODA Capacity: 11GB :“
Total ODA Capacity: 1108 adjust
ODA Stripe Size: 84 KB dified
ODA Status: oK

Take Snapshot

Warning: Do not take 3 snapshot if wou are using Microsoft Windows
Wolume Shadow Copy Service (W55 Snapshots may need to be
synchronized with applications writing to the logical drive where the
snapshot image is being initiated. Depending on the applications,
buffers may need to be flushed to create valid point-in-time images of
the files stored on the target logical drive.




LaCie StorView Storage Management Software Using Snapshot

4. After the snapshot is complete, you will see the following in the

‘(--'4- Afs -
Snapshot/ODA Management window. I ‘iVlCW LOGICAL DRIVE

5. Click the CLOSE button on the Snapshot/ODA Management

. Logical Drive 1
window. == 1ODA
Z k
=T1 a0
6. Click the CLOSE button on the Logical Drive Information win- (@) | snopshots (2in total): ot
- § [MB/ABZD0E 19.55:96 Snap 00 [mapped] Rir
dow. e 0B/AS/2005 14:56:32 Snap 01 [mapped] R ortd
= £ ort 1
x> 4
=5
=
Z BB
a
TAKE SNAPSHOT | SHAPBACK | DELETE SHAPSHOT |
Remaining ODA Capacity: 10 B
Total ODA Capacity: 10 @B e
ODA Stripe Size: 54 KB i
ODA Status: Ok

St rView LOGICAL DRIVE

which LUN it is presented as.

APFLY I DELETE I DISABLE SNAPSHOT I SHAPSHOT MANAGEMENT

Logical Drive 0

= r— Fayrall | Availability
S Controller 0 Port 0
O Size: 100 GE (100,000 MB)  Block Size: 512 bytes

Contraller 0 Port 1
g Regions: 1 Mapped to: o v‘ Controller 1 Port 0
= =
)’; WECEEE: Al Wthol rappings corently Raves Booss i thislogal Centraller 1 Port 1
i type: drive. The 'Mappad to' parameter can be set to configure

Expand Logical Drive

1. Select Free Region{s) : 2. Add Capacity : l:l"'l‘”: Select region(s)

1087 GB

1087 B Note: Select the aress you wish to expand the
LUN onto. Then select the amount of
space you want to add to the existing size.
After this operation is complate, you may
need to adjust your operating system to
support this medified size.

EXPAND I

Ansy 0 {Region 1),
Ansy 1 {Region 1),
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10.4. Mapping a Snapshot (<G oo ot eme

antroler 0 & 1

To make the snapshot available to the host, you will need to perform Conhguration

a SAN LUN Mapping of the snapshot. Sy -@u&"ﬁi’fia»@"uﬂé‘m LgeOme  goAgumced g Mok
Arrays (2) | [ Lwigal D " TotalSnapshots ) |
M Payroll Systerm [ W Bayrall

IMPORTANT INFO: If you infend to use the snapshot feature and Binentors [ B Inventery

choose to have access to this logical drive from your operating sys-

tem or VSS, you must SAN LUN Map the logical drive. You may do Enclosures 1)

this before or after the snapshots have been taken. Cick on a dive for move formation i

SN SHUS21 72000000320

whwN: 200000008520C21E |

1. From the Main screen click the SAN Mapping icon in the Tool
Bar.

2. Select the Snapshot from the drop-down Logical Drive menu i
that you wish to map.

In the example in Fig. 135, the “LD0O-S0” entry represents Snap- . o s m——
shot O of Logical Drive 0. | AVAILABLE | AVAILABLE | AVAILABLE | AVAILABLE

It is important fo note that snapshots are not governed by their
numbers (S0-S63) as to whether one is a later version then an-
other. Also, if you delete a snapshot, the remaining snapshots
do not automatically re-number. Instead the next snapshot will
be assigned the lowest available number. So if you had 10

snapshots (S0-S9) and deleted snapshot S02, the next snapshot = .
taken will be given the name S02. To determine a specific snap- St rView SAN LUN MAPPING
shot in time, refer to the snapshots time-date stamp. Choose the
host port check boxes you wish the snapshot logical drive to be
SELECT YOUR HBA € | | NAME YOUR HBA PORT: | @

available, then click the APPLY button.

Qlogic A Por WWHN: 2001001B322058CE / 2101001B322058CE
Qlogic B Port0 -

3. Click the CLOSE button.

4. Access your host operating system and application software to

backup or retrieve data from the snapshot logical drive.

B ke

ADD MAFFINGS (7]
Lunooo =] [Loo =] o
{Advanced Options) Hest Part: [ cora [l cor1 [ c1po ¥ c1pd Permissions: | Resd/Write &
MAPPINGS [ Disable Cantroller LUN @
o § o e
LuN oot figl Lo o - so ro

AFPLY
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10.5.Deleting a Snapshot

This option allows you to delete a snapshot taken on a specific logi-
cal drive. This procedure will not affect the other snapshots. After the
snapshot is deleted, it makes room for a new snapshot.

1. From the Main screen select the logical drive with the Snapshot
icon adjacent to it.

The Logical Drive Information window will appear.

2. Click the SNAPSHOT MANAGEMENT button.

continued on the next page >>

which LUN it is presented as.

APy |

DELETE | EMABLE sMapsHOT || =4

1 = .
| T ———
LOGS I RESCAN IEEY'INWI ¢
OTHER SERVERS em— __%‘“"""’""
| Configuration
e T2 ne Coe, | b =) i Ak
121.30.177) LY P R, el o
Iwoean = —
m 1219504700 |
| (™t @
w008
DREIRE0.000
TeeaTon | Encloaures 1)
baseaad Clek 85 & deve lar mars Alamalan
- 200000088520021E [
m :
182,165 36 12
-l
Logical Drive 0
=z Name: Payroll | Availability
- Centraller 0 Part 0
~ Size: 100 GB (100,000 MB)  Block Size: 512 bytes
O = Controller 0 Port 1
?i Regions: 1 Mapped to: ‘ﬁ‘ Centroller 1 Port 0
Z
; Access Al hosts without mappings cumently have acosss to this logical Gontroller 1 Port 1
| type: drive. The Mapped to can be =t o config
®,

Expand Logical Drive

1. Select Free Region(s) :

Anay 0 [Region 1), 1087 GB
Amay 1 {Region 0), 1187 GB

2.Add Capacity: [ |Max: Select region(s)

Note: Selectthe aress you wish to expend the
LUN ento. Then select the amount of
space you want to add to the existing size.
After this operstion is complete, you may
need to adjust your operating system to
support this modified size.

EXPAND I

Logical Drive 1
E N fODA
b ot
O £ Snapshots (2 in total) : ol
) 06/18/2008 14:55:46 Snap 00 [mapped] R
= 06/18/2002 14:56:22 Snap 01 [mapped] Rif Ll
= i ot 1
> 4
= —
O -
2 | Ey
Z B
1.
TAKE SNAPSHOT | SHAPBACK | DELETE snapsHOT |

Remaining ODA Capacity: 10 GB

Total ODA Capacity: 0GB Ee

ODA Stripe Size: 64 kB k5

ODA Status: Ok
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3. Select the snapshot you wish to delete from the “Snapshots” list

window, then click the DELETE SNAPSHOT button. Str‘/iew. LOGICAL DRIVE

You may choose one snapshot or all snapshots. To choose all

3 . . . Logical Drive 0
snapshots select the first and while holding down the shift key — —
=
7
se|ed the lOSf SnOpShOt m You are about to delete the following Snapshot: st
2 07032007 14:48:37 Snap 01 [unmappad] o
You will see a notice window identifying the snapshot(s) about = [
e Pt 1
to be deleted. > M
-
. O I
4. Click the DELETE SNAPSHOT button. = .
Bl | B oo this Snapshot is deleted, itwill not be possible fo recover i, Are you sure you want to
1, delete this Snapshot now?
5. You are prompted to enter your password. Type your password
and click the GO button. [ oELETE shapsHoT | cancel | 5
e e

Afier this operation is complete, you may
need fo adjust your operating system fo
suppart this modified size.

EXPAND
[ close |

6. You will see a message that the execution was successful, click
the CLOSE button.

To confirm your selection to Delete Snapshot,
pleasze type in your password below and select GO:
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10.6.Performing a Snapback Logical Drives (2) Total Snapshots (4)
W Bayroll
This option allows you to restore the logical drive to the state when 2
B Inventory fgl
the snapshot was taken.
IMPORTANT INFO: Before you perform a snapback operation,
be sure to back up the data on the existing logical drive first. When
the snapback command is issued, the existing data will be overwrit-
ten and replaced with an exact copy of the Snapshot image. i o
Logical D o
IMPORTANT INFO: Use great care when using the Snapback = :m mp . : —
lame: ayro
feature. Refer to the example below: In this example a 200GB logi- o : g ) e Contraller 0 Fari0
|d . . 1‘ d d d T V I D~ k 1 d O Size: 100 GB (100,000 MB} Block Size: 512 bytes e
cal drive is created and mapped. Two Volumes or Disks are created, ~ |- . | B o
100GB each, from the logical drive completely separate of each ;-; Aesesa) Al e e s e e | ] “contolier Pt
other and labeled them D: and E:. The logical drive has snapshot Rl | HEE el ie e e
enabled and therefore means both disks or volumes are covered by g AFFLY || DELETE || ENABLE SHAPSHOT |[ S1A7SHET W AGERENT

a single snapshot or shadow copy. The disks or volumes are used
independently and snapshots are taking whenever necessary. At a
point in the time you decide to recover volume or disk D: using Stor-
View’s Snapback feature. Remember that the entire logical drive will
be restored which could affect and/or LOSE data on the E: volume

Expand Logical Drive

1. Select Free Region(s) :

2. Add Capacity : l:llﬂax : Select region(s)

‘Amsy 0 (Region 1), 1087 GB
Ansy 1 {Region 0), 1187 GB Note: Select the aress you wish to expand the

LUN anto. Then select the amount of
space you want to add o the existing size.
After this operation is complete, you may
ne=d ta adjust your operating system to

suppart this modified size.

or disk. It is important that you understand that the snapback feature

EXFAND
will restore the data on both volumes D: and E: atf the point in time =
the snapshot was taken. You must be aware of the state of data
when creating multiple disks or volumes of the same logical drive,
and using snapshot and snapback features.
1. If necessary, perform a backup of the logical drive before per-
forming the Snapback operation. Logical Drive 1
E .r- hot/ODA M t
2. From the Main screen select the logical drive with the Snapshot 8 S Shapshats (2in fotal) ::T
icon adjacent fo i |
% i ot
7 ks
The Logical Drive Information window will appear. ==
0 il
=
3. Click the SNAPSHOT MANAGEMENT button. Z :
. . TAKE SHAFSHOT | SHAFBACK | DELETE SHaFsHOT |
continued on the following page >> PR e et
Total ODA Capacity: 10 68 be.
ODA Stripe Size: 84 KB
ODA Status: aK
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4. Select the snapshot you wish to snapback from the “Snapshots” S V -
list window, then click the SNAPBACK button. [ TVIEW LOGICAL DRIVE

5. Select which type of Snapback you wish to perform, Original or
Modified and click the appropriate button.

6. Click the CLOSE button on the Snapshot/ODA Management
window.

7. Click the CLOSE button on the Logical Drive Information win-
dow.

8. If the snapback is rather large and takes a little bit of time, you
will see a progress display on the Main screen, located under
the logical drive icon.

The logical drive is now restored to it's point-in-time of the snap-
shot.

Logical Drive 0

AP|

Snap 01: 06/21/2006 11:40:51 - Used Cap: 1 GB (0%) [unmapped] I

Z Name: [toe | Availability

a0 Controller 0 Pord 0
O Size: 100 GE (100,000 MB) Block Siree 512 byles S
= icaons: = Mo Controller 1 Port 0
—<": Access All R b 1 Poat 4
::;1 type: I:iif *You are about to snapbadk to

O

i

lose any changes made 1o the logical drive
yeu will loss any snapshots taken after the
1. Select Free Req snapshot time. Perlorming a snagback through the web interface should

Expand Logical [

only be d e Frostwpsbemres reppend o s Togicei diive see om0
off or disconnacted Are you surs you wish to snspbadk?
d the
of
SNAPBACK ng size.
u may

ST — yebm o

support this modified size,

EXPAND

To restore the logical drive to the original point in time the snapshot
was taken, click SHAPBACK ORIGIHAL. To restore the logical drive
using the modified data on the snapshot, click SHAPBACK MODIFIED.

SHAPBACK ORIGINAL |SHAPBACK MODIFIED

M Inventory il
Snapbadk:
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10.7.Disabling Snapshot e g | B
) ) ) ) ) e 2 ;L'fnnluuulm . e
This operation will remove the Snapshot feature which results in de- [! 2. 12.0.07m ST Sufih. WL, yme T W
leting an ODA. The process will unpair the ODA from the logical [! e -f_g ~ n
drive. When performing this operation, all snapshots for this logical m o, | —
drive will be lost. pre I = -
ke e
1. From the Main screen select the logical drive to which you wish [! avm wan: 200000088520¢21€ [§
Datt: o :
to disable Snapshot support.
The Logical Drive Information window will appear. I
2. Click the DISABLE SNAPSHOT button.
3. You will be prompted to enter your password. Enter the pass- - -
word and click the GO button.
Disabling Snapshot support will result in the loss of all
Snapshots for this logical drive. . -
4. Click the DISABLE button. Logical Drive 0
% Name: Payroll | LRI D
5. You will receive a confirmation window, click the CLOSE button. 8 R e ;:::::: ::?
i f Regions: 1 Mapped to: ‘ﬁ‘ Centroller 1 Part 0
6. Click the CLOSE button on the Snapshot/ODA Management < | ——————— R
window. o | Gl
O APPLY | DELETE | _EMABLE SMAPSHOT || SHAFSHOT MANAGENENT
7. Click the CLOSE button on the Logical Drive Information win- 7 e
dow. 1. Select Free Region(s) : 2.Add Capacity: [ |Max: Select region(s)
Angy 0 (Region 1), 1087 GB
Ansy 1 {Region 0), 1187 GB Note: Selectthe sress you wish to expand the

LUN onto. Then select the smount of
space you want to add 1o the existing size.
After this operation is complete, you may
need to adjust your operating system to
support this modified size.

EXPAND I

Name: LD O Availability
Controller 0 Port 0
izet 100 GB (100,000 MB}) d 512 by
Size: 1 ) Block Size: 2 bytes AL
Regions: 1 Mapped to: Controller 1 Port 0
Access ]| o _Disable Snapshot | Delete ODA Er 1 Port 1
type: lom
conf
AP R |
Expand Logical [
1. Select Free Req ()
d the
of
ng size.
u may
T o
support this modified size
EXPAND
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11. Failover, Performance & Additional Functions

11.1.Overview
In this chapter you will find more information on the following:

4+ How StorView failover operates
4 Performance optimization processes
4 Additional Functions

—  About

— Take Control Monitoring

— Rescan

— Alarm Mute and Enable/Disable

11.2.How StorView Server Failover
Works

The failover feature of the StorView RAID Module must have one of
the following setups.

If you are using the host-based version of StorView, two or more
host servers must be directly connected to the RAID storage sys-
tem enclosure and each host must have a copy of StorView
installed with a Global Access license.

If you are using the embedded version of StorView, you must
have dual controllers installed (duplex topology) each with em-
bedded StorView installed.

At startup, each StorView server will create a device list of all the at-
tached storage systems. It then sends the list out on the network as
a device list packet. The other StorView servers on the network will
then respond with their device list packets. Since the StorView servers
are attached to the same storage solution, they will have the same
or similar devices in their device list packet. The identical devices in
each device list packet will be flagged. After analysis, the StorView
server with the lowest serial number or address will take control of
those devices. The other StorView server will indicate on its inferface
that another StorView server is monitoring the storage solution.

During normal operations, the StorView server(s) send “check-in”
packets every 10 seconds. If three consecutive check-in packets for
a specific StorView server are not received, its devices are flagged
and the StorView server with the lowest serial number or address will
take control of those devices.

11.3.StorView Performance
Optimization

There are some parameters that can be adjusted on the host HBA
and operating system to increase the performance of StorView. They
are HBA Execution Throftle sefting and the operating system’s Scat-
ter/Gather registry sefting.

11.3.1. Execution Throttle

To improve general 1/O performance by allowing more commands
on the fibre bus or the SCSI bus, we recommend changing your host
bus adapter’s execution throttle parameter to 256. Refer to your host
HBA documentation for more information.

11.3.2. Scatter/Gather

(Microsoft Windows Only) To increase general 1/O performance
by allowing larger data transfers we recommend editing the “Maxi-
mumSGList” parameter in the registry. The recommended hexadeci-
mal value is “H.” The path is:

Refer to your Microsoft Windows operating system documentation
for more information on editing the registry and your host HBA
adapter documentation.
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11.4. Additional StorView Functions
11.4.1. About

Clicking this button displays the software version information and
the type of license installed. When using embedded StorView the
About window also provides the control button to update the soft-
ware, see section 12.2. Updating Embedded StorView.

1. From the Main screen, click the ABOUT button, located in the
upper right corner of the window under the StorView logo.

The About window is displayed. The license type for this installa-
tion is indicated below the version number in parenthesis.

2. Click the CLOSE button on the About window.

11.4.2. Take Control Monitoring

When multiple host servers are physically attached to the same stor-
age system or the hosts are attached to a fibre switch in which the
switch is physically attached to the storage solution, the installed
StorView server with the lowest serial number or IP address will take
control of those devices.

If you wish to take control of the storage solution from another Stor-
View server, click the “Take Control” link from the Main screen mes-
sage displayed on that StorView server.

After clicking the “Take Control” link on the Main screen, StorView
will perform a scan and reload the configuration for this system. The
StorView Server which previously had control will now display the
message that the selected storage solution is being monitored by
another StorView server.

You would also see this condition if this StorView server failed to
send the required three consecutive check-in packets and it fails over
to another StorView server aftached to the same storage system.
Once the problem is resolved on this host StorView Server, you can
take back control again with that StorView server.
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11.4.3. Rescan

This Rescan function will force a search to re-discover storage solu-

St rView:

roonsureorr | amue | anoor

tions in order to refresh the display and update status information. @ .
;::;g.lﬁm
From the Main screen, click the RESCAN button located on the far Lo6s | Réscan | sErrias]
left side of the screen. After a few moments the Main screen is re- ;": &
displayed with updated information. [! i
Iwepmas

Rescanning
[! e Last Server Poll:

[! i 14:20:30

- =
[HR2.195.10.128]
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12. Support & Updates

12.1.Tech Support

This feature allows the user to provide technical support personnel
with event and configuration information to assist with troubleshoot-

ing.

1. From the Main screen, click the TECH SUPPORT button, located
in the upper right corner of the window under the StorView logo.

2. Enter the requested information for each field.

The “Problem” field is scrollable, allowing you to review the
information you will be sending.

NOTE: The gathering of this information may take a few minutes.

3. Click the DOWNLOAD button.

You will receive a screen prompt to save the file on your local
disk. Enter a name for the file and click Save. The software will
create a file with your user data, a capture of the event log files,
and a capture of all configuration information. Technical sup-
port representatives will be able to work with this information to
assist with solving your problem.

4. Click the CLOSE button on the Technical Support window.

5. When requested by a technical support representative, E-mail
the saved file.
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You can quickly give Technical Support all tha information they nead o solve your problam by
following these simple staps:

1. Complate the information below.

2. Click on DOWNLOAD

3. It should prompt you to save a file to disk. Pleass save it to a convanient location.
4. E-mail tha file you saved 1o our Tachnical Support staff.

Company Name :

Your Name :

Your Phone:
Your Email =
Your Problem :
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12.2.Updating Embedded StorView
To update the Embedded StorView software:

StorView v3.13.0000

1. Click the About button.

Ensure there is uninterrupted power during the update.

2. Click the UPDATE button.

3. Type the name of the firmware file or click the Browse button
and locate the file. The file name will be similar to storview-3.09.
xxxx-zzz-nb-en.bin.

4. Enter your login password and click the UPLOAD button.

Once the update is complete, StorView Server will automatically
restart. This process will not affect 1/O activity.

(Remote)

Copyright 8 2008 Xyratex Technclogy Lid.. All rights reserved
StofVizw and the StorView loge are registered trademans of
Kyratex Technology Ltd.

CLOSE

Update Embedded StorView

Click the Browse button and locate the firmware file on your local disk
{sample. =18} and click OK. Enter your login password and click the Upload
button to start the update. Upon successiul completion Storiew will
automatically restart.

Select file name:

| Elrawse...l

Enter password:

MOTE: This wall not affect 110 activity on the RAID Controlier.
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13. Event Logs

13.1.0verview

StorView has the ability to manage the events generated by the con-
troller and enclosure components.

StorView also has its own unique set of events that are related to the
StorView server component of the software. Events can be used to
assist with troubleshooting, monitoring components, and determin-
ing the status of hardware components, logical drives and arrays.
The following event types are logged:

4+ Advanced Power Management
Alarms
Controller, Controller Ports, and Expansion modules
Drive and Array

Enclosure components

Fibre Loop and SAS/SATA Bus (Drive and Host)

R R R R

Network communication (applicable to the host-based version
only)

4 Persistent Reservations
4+ StorView server (applicable to the host-based version only)

4+ Snapshot

There are two event logs maintained: one set of log entries the con-
troller maintains and one set StorView maintains. There are some
differences and limitations between the controller set of event logs
and StorView’s set of event logs. The differences include the type of
events logged and in some cases the ease of inferpretation. StorView
event logs provide a user friendly language to describe the event.

The controller’s maximum event log size is 4096 entries with the old-
est events being overwritten as the log reaches the size limit. Some
repetitive events are appended to previous events, so entries are not
used up unnecessarily. The controller logs are managed by clicking
the Controller icon and accessing the Operation tab. From there
you can export the controller logs to an external file or clear the log
entries.

Enclosure event monitoring can be disabled which reduces the poll-
ing that StorView performs thereby increasing the performance that
may be necessary in certain applications. This is accomplished by
deselecting the Enclosure Support option in the Advanced Settings
window. Disabling this option will stop enclosure component moni-
toring, which can be noted on the Main screen by the dimming of
the enclosure rear view graphics and a notation above the graphic
stating “Enclosure Information Not Available” see 6.2. Controller
Environmentals.

StorView’s event log will maintain the controller’'s compilation of
events and the software’s specific events. The controller’s compila-
tion of events include Controller Events (those unique to the RAID
Controller), Drive Events and Host Events, and if the Enclosure Sup-
port option is enabled, enclosure component events.

NOTE: If the “Enclosure Support” option is disabled, E-Mail nofifi-
cations established for those enclosure events will not occur.

The StorView server will also perform a synchronization of its event
log to the controller log when the StorView server starts. Since the
controller(s) can continue to operate when StorView Server is shut
down, the StorView log would have missing events during this down
period. The event synchronization feature of StorView will append
the log with the controller events that occurred while the StorView
server was shutdown.

The time stamp for each event in the StorView log is the exact time
the event was received by StorView, and can be slightly off for the
actual time it occurred in the controller log. After synchronization,
events that occurred while the StorView server was down are marked
with an additional string in the event description which displays the
actual time stamp that event occurred. The string will be in the form
of an asterisk followed by the time and date in parenthesis. At the
bottom of the Event Log window you will find the footnote “* Indi-
cates event occurred while Server module was down.” This indicates
that those events with this extra time stamp in the description are the
results of a synchronization and displays the exact time the event
actually occurred.

StorView's event log has a maximum size limited only by the avail-
able disk space, therefore the log events in StorView will require
regular maintenance to ensure the list is manageable and doesn’tfill
to disk capacity. You can export the log files to a comma delimited
file prior to clearing them for later use. StorView also supports the

SYSLOG feature. Refer to Section see 4.5. SYSLOG.
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13.2. Accessing and Navigating the
StorView Event Log

To access the Event Logs, click on the LOGS button located under
the focused StorView server icon on the Main screen.

The embedded version of StorView does not support some compo-
nents of Event Log window. The unsupported components include
the Log # column, Log # window, Jump To button, Export button,
and the Clear Log button. Clear log is now handled by the clear
controller log function found in the Environmentals section.

Icon Description

Information
Warning

Error

St rView’

TecH sUPPORT| HELP | aBoUT
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é; Dufandt Configarstion Mame

e

Configuration
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| Arsaya s | Logical Deives &)

B Paysi Srylem [ Pl

o lnegelery
Enclosures (1}

p_=-ri-
[R2.195.30.1459

TH006
[92.199.90.1281

ik on & drive for mare informaton

wen: 200000098520C21E J§

4 PREVIOUS
Status Log# Date

St 1View

Time Device

EVENT LOGS

Message

@ 213 090507 05:19:13 Server [Event ID: 0x207) The server CGI saipt was unable to
return CGI reguest results 1o the GUI.
E 212 030507 05:18:48 Sewver {Event ID: 0x307) The server CGl saipt was unable to
return CGI reguest results to the GUI.
E 211 090507 09:17:09 Server (Event ID: 0x207) The server CGl saipt was unable to
return CBI request results 1o the GUI
@ 210 090507 09:02:32 Server {Event ID: 0x207) The server GGl sipt was unable to
return CGI reguest results to the GUI
[ 209 08/05/07 08:39:43 Enciosui= & [Event ID: 0xCOE) Audible slarm 1 is on (Remind).
108FCOFF)
E 208 090507 08:29:42 Enclosure 4 [Event ID: 0xCEE) Audible slarm 1 is on (Remind).
1
@ 207 080507 08:39:43 Enclosure 3 (Event ID: 0xCBE) Audible slsrm 1 is on (Remind)
(5000BE52117CEQFF)
E 208 09/0507 08:39:43 Enclosure 2 {Event ID: 0xCEE} Audible slsrm 1 is on (Remind),
{5000BE52117DAOFF)
I 205 030507 08:35:32 Enclosure 1 [Event ID: 0xCSE) Audible alarm 1 is off (Muted).
CCen0T17)
I =204 090507 08:35:21 Configuration WIWN: {Event ID: 0xBED) The suditle alarm has temparerily
20000050CC200717 Controller: muted
]
[H 203 0390507 08:33:18 Server (Event ID: 0x307) The server CGl saipt was unable to
return CG1 request results o the GUI
202 09/05/07 08:30:34 Configuration WWN: {Event ID: 0xB20) A rebuild has started on the drive w/
20000050CCE00717 Controller: SN 8QGTHR3Y (Slot 12, Enclosure 4) (Amay 3 (Amay
0 3) Drive 11}
E 201 09/05/07 08:30:14 Configuration WWN: {Event ID: 0xB2F) The configuration has changed.
20000050CCA00717 Controller:
g
H 200 09/0507 08:27:23 Configuration WWN: {Event ID: 0xB&1) A drive w/ SN BQG1HR3Y (Slot 12,
20000050CC200717 Centroller: Enclosure 4) has been inserted
1
H 199 090507 08:27:23 Configuration WWN: (Event ID: 0xB22) The discavery process has
20000050CCA00717 Controller: completed identifying all SAS devices on the SAS
[ domain.
I 198 030507 08:27:23 Configuiation WWHN: {Event ID: 0xB23) A discovery process has started to
20000050CCA00717 Centroller: determing sll SAS davioes on the SAS domain.
0
H 157 090507 08:27:23 Configusation WWN {Event ID: 0xB22) The discovery process has
20000050CCA00717 Controller: completed identifying sll SAS devices on the SAS
1 domain.
I 195 092/05/07 08:27:23 Configuiation WWN: {Event ID: 0xB232) A discavary process has stanted to
20000050CC800717 Centroller: determing sll SAS devices on the SAS domain.
1
W] 195 09/05/07 0B:16:20 Configuration WWN: {Event ID: 0xB6F) The writeback cache on Aray 2

COANNTAT Controller:

[Anay 34 has heen disahled. The amau ha:
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13.3. Exporting the StorView Event Log

NOTE: This option is applicable to the host-based version only.

The event logs can be exported to a comma delimited file for use in
third-party software products when using the host-based version of
StorView. Some web browsers provide more options for the format
of the file. Refer to your browser software for specific defails.

1. To export the log file, click the LOGS button on the Main screen
for the storage system you are logged into.

2. Click the EXPORT button in the Event Logs window.

continued on the next page >>
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St 1View

Status Log# Date

Time Device

Message

@ 213 090507 05:19:13 Server [Event ID: 0x207) The server CGI saipt was unable to
return CGI reguest results 1o the GUI.
E 212 030507 05:18:48 Sewver {Event ID: 0x307) The server CGl saipt was unable to
return CGI reguest results to the GUI.
E 211 090507 09:17:09 Server (Event ID: 0x207) The server CGl saipt was unable to
return CBI request results 1o the GUI
@ 210 090507 09:02:32 Server {Event ID: 0x207) The server GGl sipt was unable to
return CGI reguest results to the GUI
[ 209 08/05/07 08:39:43 Enciosui= & [Event ID: 0xCOE) Audible slarm 1 is on (Remind).
108FCOFF)
E 208 090507 08:29:42 Enclosure 4 [Event ID: 0xCEE) Audible slarm 1 is on (Remind).
]
@ 207 080507 08:39:43 Enclosure 3 (Event ID: 0xCBE) Audible slsrm 1 is on (Remind)
(5000BE52117CEQFF)
E 208 09/0507 08:39:43 Enclosure 2 {Event ID: 0xCEE} Audible slsrm 1 is on (Remind),
{5000BE52117DAOFF)
I 205 030507 08:35:32 Enclosure 1 [Event ID: 0xCSE) Audible alarm 1 is off (Muted).
CCen0T17)
I =204 090507 08:35:21 Configuration WIWN: {Event ID: 0xBED) The suditle alarm has temparerily
20000050CC200717 Controller: muted
]
[H 203 0390507 08:33:18 Server (Event ID: 0x307) The server CGl saipt was unable to
return CG1 request results o the GUI
202 09/05/07 08:30:34 Configuration WWN: {Event ID: 0xB20) A rebuild has started on the drive w/
20000050CCE00717 Controller: SN 8QGTHR3Y (Slot 12, Enclosure 4) (Amay 3 (Amay
0 3) Drive 11}
E 201 09/05/07 08:30:14 Configuration WWN: {Event ID: 0xB2F) The configuration has changed.
20000050CCA00717 Controller:
g
H 200 09/0507 08:27:23 Configuration WWN: {Event ID: 0xB&1) A drive w/ SN BQG1HR3Y (Slot 12,
20000050CC200717 Centroller: Enclosure 4) has been inserted
1
H 199 090507 08:27:23 Configuration WWN: (Event ID: 0xB22) The discavery process has
20000050CCA00717 Controller: completed identifying all SAS devices on the SAS
[ domain.
I 198 030507 08:27:23 Configuiation WWHN: {Event ID: 0xB23) A discovery process has started to
20000050CCA00717 Centroller: determing sll SAS davioes on the SAS domain.
0
H 157 090507 08:27:23 Configusation WWN {Event ID: 0xB22) The discovery process has
20000050CCA00717 Controller: completed identifying sll SAS devices on the SAS
1 domain.
I 195 092/05/07 08:27:23 Configuiation WWN: {Event ID: 0xB232) A discavary process has stanted to
20000050CC800717 Centroller: determing sll SAS devices on the SAS domain.
1
W] 195 09/05/07 0B:16:20 Configuration WWN: {Event ID: 0xB6F) The writeback cache on Aray 2

COANNTAT Controll

- [Amav 3} has heen disahled

The amau ha:
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The examples on the next page show some web browser file File Download
export options, your browser may be slightly different.
e
4+ If you are using Internet Explorer as your web browser, you will Do pou want to save this file?
see Fig. 162. Choose to save the file or open it. The saved file
) . | 5 Mame:  Evertlogs osv
format will be a comma delimited format. ,_':f'l
s Tpe:  Unbroan File Tepe

4+ If you are using a Mozilla type web browser, you will see
Fig. 163. This product provides you with a few more options
through the “Advanced” button.

Save
Click the Advanced button and select the file format type, cre- —l

ator application, and other options, as desired.

Fcr: lozalhost

3. Click the CLOSE button on the Event Logs window. “wiale Fles fior the Intemst can ke useiul, somz files car Jotenbzlly
Fam our camauter, |F o da nol g be soacz, do not zave hiz
fle. wihat's the gy

Opcning EventLogs.csy

You have cosen ko oaen

[£] EventLogs.csy
woliin his ;. Tew: Documen:

frarn: Frepilocalhost vy

- wehat should Frefox doowith this Siles

;! v | Wotepac {cefauk) :I
{7 Save ko Disl

[T Do this automztically For files ke chiz From naw an.

Ck I Crin =l
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13.4.Clearing the StorView Event Log

You can clear the StorView event log retained on the host server
from this window when using the hostbased version of StorView.

1. To clear the log file, click the LOGS button on the Main screen
for the storage system you are logged into. The Event Logs win-
dow will open.

2. Click the CLEAR button on the upper right corner of the Event
Logs window. The following window appears.

3. Click the OK button to clear the log files and continue.

4. Click the CLOSE button at the bottom of the Event Logs window.

13.5. Operating System Event Log

StorView is capable of passing all the events to the host operat-
ing system event log. Accessing the operating system event logs will
display events generated by StorView. Each event is identified by an
Event ID. In the tables for the events you will see the Event type fol-
lowed by its ID. The ID is given in the format of its hexadecimal value
and its equivalent decimal value in parenthesis. The Event number is
how the events are displayed in the operating system event log, and
the decimal value is the format the OS event log will use to display
the Event ID.

You can double-click the specific event in the operating system log
and it will display a window with a plain english description of the
event.

Also, you can use the tables to locate the event ID and determine
the possible cause of that event and suggested actions to take if
necessary.

StorView events are placed into the application event logs.

To shutoff OS event logging, edit the following file using a text edi-
for:

<install directory>/db/server.ini
1. Change the field “UseOsEventlog” from “true” to “false.”

UseOsEventlog = true enables event logs to be sent to the OS
Event log, and,

UseOsEventlog = false disables event logs being sent to the
OS Event log

2. At the Main screen click the RESCAN button. After the rescan is
complete events will no longer be sent to the Windows operat-
ing system event log.

(T3

!@ Detindt Confiaration Namee:
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Status Log# Date

Message

213 0990507 09:19:13 Server

{Event ID: 0x207) The ssrver GGl saript was unable fo
return CGI request results to the GUI

212 09/05/07 08:18:48 Server

{Event ID: 0x307) The server GGl sipt was unable to
return CGI request results to the GUI

211  09/05/07 09:17:09 Sarver

{Event ID: 0x207) The server CGI saipt was Unable to
return GGl request results to the GUI.

210 09/05/07 05:02:32 Server

[Event ID: 0x307) The server CGI soipt was unable o
return CGI request results to the GUI

208 09/05/07 08:39:43 Enclosure 5
{5000BB52108FCOFF)

(Event ID: 0xCBE) Audible slarm 1 is on (Remind).

208 09/05/07 08:29:42 Enclosure 4
{5000BB5210ABAQFF)

{Event ID: 0xCEE) Audible slarm 1 is on {Remind).

207 090507 08:28:42 Enclosure 2

{Event ID: 0xCEE) Audible slarm 1 i3 on (Remind).

117CEQFF)
206 080507 08:28:43 Enclosure 2 (Event ID: 0xCBE) Audible alarm 1 is on (Remind).
117DAOFF)
08/05/07 08:35:34 Enclosure 1 [Event ID: 0xCBE) Audible alarm 1 is off (Muted).
CE00717)

204 09/05/07 08:35:21 Configuration WWN:

o

20000050CCE800717 Controller:

{Event ID: 0xBED) The suditle alarm has tempararily
muted

203 09/05/07 08:33:18 Sesver

(Event ID: 0x207) The server CGl soript was unable to
return CGI request results to the GUI.

202 09/05/07 08:30:34 Configuration WWN:
20000050CC800717 Controller:
0

[Event ID: 0xB30) A rebuild has started on the drive w/
: SN 8QGTHR3Y (Slet 12, Enclosure 4) {Amay 3 (Anay
3) Drive 11}

201 09/05/07 08:20:14 Configuration WWN:

1

{Event ID: 0xB2F) The configuration has changad.

20000050CC800717 Controller:

200 09/05/07 08:27:23 Configuration WWN:

C800717 Controller:

(Event ID: 0xB61) A drive w/ SN SQGTHR3Y (Slot 12,

1

4) hes been inserted.

188 08/085/07 08:27:22 Configuration WWN:

o

20000050CC200717 Controller:

(Event ID: 0xBZ2) The discavery process has
completed identifying all SAS devices on the SAS
domain

a
E]
a
[E]
a
a
a
H =
[i |
[E]
[i |
o
o
o
o

198 08/085/07 08:27:22 Configuration WWN:

C800717 Controller:

[Event ID: 0xB23) A discovery prooess has started to
inz all SAS devices on the SAS domain.

Q

e S A R PP S )

Are you sure you want to erase all the logs fom the server?

MOTE: This will QMLY clear the logs stared on the local hard drive.

Cancel
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13.6. List of Events

Events in this chapter are categorized and listed in the order of
their individual Event Type [ID]. As this is a comprehensive list of all
events, not every event is applicable to every controller or enclosure

model.

13.6.1. Advanced Power Management Events

These events are related to Advanced Power Management, APM
level 1 and APM level 2. The ID is given in the format of its hexadeci-
mal value which is seen in Unix operating systems and its equivalent

decimal value in parenthesis which is seen in the Microsoft Windows

operating system.

APM drive fest failed (test result: w) on drive w/
xxooooxx (Sloty, Enclosure z). Sense Data aa/

bb/cc.

Drive w/ SN <Serial number> (Slot <Slot num-
ber>, Enclosure <Enclosure number>) executes
a spin up cycle.

Drive w/ SN <Serial number> (Slot <Slot num-
ber>, Enclosure <Enclosure number>) executes
a spin down cycle.

These drives execute a spin down cycle (unused
drives: <Unused drive count>, spares: <Spare
count>, failed drives: <failed drive count>).

These drives execute a spin up cycle (unused
drives: <Unused drive count>, spares: <Spare
count>, failed drives: <failed drive count>).

<Array drive count> drives from array with ID
<Array number> execute a spin down cycle.

<Array drive count> drives from array with ID
<Array number> execute a spin up cycle.

APM drive test started on <Drive count> drives.

APM drive test started on <Drive count> drives
from array with ID <Array number>.

Error [OxB1D (2845)]

Information [0xB93 (147)]

Information [0xB93 (147)]

Information [0xB94 (148)]

Information [0xB94 (148)]

Information [0xB95 (149)]

Information [0xB95 (149)]

Information [0xB96 (150)]

Information [0xB96 (150)]

Unrecoverable problem on

APM level 1 drive.

User or software com-
manded a drive spin up.

User or software command-
ed a drive spin down.

User or software com-
manded spin down on the

identified drive(s).

User or software com-
manded spin up on the

identified drive(s).

User or software command-
ed spin down on the drives
in the identified array.

User or software command-
ed spin up on the drives in
the identified array.

User or software executed a
drive test.

User or software executed
a drive test on the drives in
the selected array.

Event Logs

Check the drive.

No action

No action

No action

No action

No action

No action

No action

No action

necessary.

necessary.

necessary.

necessary.

necessary.

necessary.

necessary.

necessary.
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APM drive test completed on <Drive count>
drives.

APM drive fest completed on <Drive count>
drives from array with ID <Array number>.

The expansion cable was connected to Enclo-
sure <Enclosure number>.

The expansion cable was removed from Enclo-
sure <Enclosure number>.

The expansion cable was removed from Enclo-
sure <Enclosure number> or failed for more
than 10 times in an hour.

13.6.2. Alarm Events

Information [0xB97 (151)]

Information [0xB97 (151)]

Information [0xB98 (152)]

Information [0xB98 (152)]

Warning [0xB98 (2968)]

These events are related to the audible alarm reported by the SES

processor. The ID is given in the format of its hexadecimal value

which is seen in Unix operating systems and its equivalent decimal

value in parenthesis which is seen in the Microsoft Windows operat-

ing system.

User or software executed
drive test is complete.

User or software executed
drive test on the drives

in the selected array is
complete.

The user connected an
expansion cable.

The user disconnected an
expansion cable.

The user disconnected an
expansion cable greater

than 10 times or the cable

failed for more than 10
times in an hour.

Event Logs

No action necessary.

No action necessary.

No action necessary.
No action necessary.

Replace cable.

The audible alarm is tem-
porarily muted.

Alarm Disable.

Alarm Enable.

Alarm <x> is Off (Muted).

Where <x> is the alarm
number. Currently there
is only one alarm in the
enclosure system, however

this is a provision for future

expansion.

Information [0xB8D (2957)]

Information [OxB8E (2958)]

Information [0xB8F (2959)]

Information [OxC6E (3182)]

The user muted the alarm. The audible
alarm is temporarily muted.

The user disabled the alarm. The audible
alarm has been disabled and will silence
all alarm events. The disabled alarm will
be cleared when the Alarm is enabled or
the controller is reset.

The user disabled the alarm. The audible
alarm has been enabled and will allow all
alarms to be heard.

No status condition being reported.

Alarm silenced.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

User pressed the Alarm Mute
button on the front panel.
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Alarm <x> is Intermittent.

Alarm <x> is Remind.

Alarm <x> is On Continu-
ous.

13.6.3. Controller Events

Warning [OxC6E (3182)]

Warning [OxC6E (3182)]

Error [OxC6E (3182)]

A status condition caused the alarm to

sound every two minutes until muted.

A status condition that caused the alarm to
sound is continuing to remind the user.

A status condition caused the alarm to

sound.

The following table provides a brief description of the events which

relates to all models of the RAID Controller and the Configuration.

The ID is given in the format of its hexadecimal value which is seen

in Unix operating systems and its equivalent decimal value in pa-

renthesis which is seen in the Microsoft Windows operating system.

There was a fatal Watchdog Error.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal ECC Error.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal Host Fibre
Channel Interface Error on Loop
<XX>.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal Coprocessor
Error.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

Error [0xBO1 (2817)]

Error [0xBO1 (2817)]

Error [0xBO1 (2817)]

Error [0xBO1 (2817)]

Internal hardware or firmware
failure.

Fault SDRAM or damaged internall
bus.

Internal hardware or firmware failure
on the coprocessor.

Internal hardware or firmware failure
on the coprocessor.

Event Logs

Press the Alarm Mute button on
the front panel and isolate the
cause of the alarm.

Press the Alarm Mute button on
the front panel and isolate the
cause of the alarm.

Press the Alarm Mute button on
the front panel and isolate the
cause of the alarm.

Replace the controller.

Replace the controller.

Replace the controller.

Contact technical support.

Replace the controller.
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There was a fatal Data Abort:
<YYYyyyyy=-

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal Prefetch Abort:
<YYYyyyyy=-

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal Software Inter-
rupt: <yyyyyyyy=>.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal Bad Instruction:
<YYYyyyyy=-.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal IRQ INTERRUPT:
<YYYyyyyy=-.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal ATU Error:
<YYYyyyyy=-.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal PBI Error:
<YYYYYyyy=-

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal AAU Error:
<YYYYYyyy=-.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

This fatal controller event log error
indicates an unexpected interrupt,
exception, or error status internal
to the policy processor or a related
coprocessor.

Indicates an unexpected interrupt,
exception, or error status internal
to the policy processor or a related
coprocessor.

Indicates an unexpected interrupt,
exception, or error status infernal to
the policy processor or a related co-
processor.

Indicates an unexpected interrupt,
exception, or error status internal to
the policy processor or a related co-
processor.

Indicates an unexpected interrupt,
exception, or error status infernal to
the policy processor or a related co-
processor.

Indicates an unexpected interrupt,
exception, or error status internal to
the policy processor or a related co-
processor.

Indicates an unexpected interrupt,
exception, or error status infernal to
the policy processor or a related co-
processor.

Indicates an unexpected interrupt,
exception, or error status internal to
the policy processor or a related co-
processor.

No action

No action

No action

No action

No action

No action

No action

No action

necessary.

necessary.

necessary.

necessary.

necessary.

necessary.

necessary.

necessary.

Event Logs
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There was a fatal Internal Error Log
Continuation: <yyyyyyyy>.

Additional Info: (Advanced hex

data for customer service or engi-

neering use.).

There was a fatal F/W Error:
SXX=> <SYYYYYYYY >

Additional Info: (Advanced hex

data for customer service or engi-
neering use.).

There was a fatal Firmware Error
OxB<xx>.

Additional Info: (Advanced hex

data for customer service or engi-
neering use.).

A fatal PCle Interface Error: Link
Training Error.

A fatal PCle Interface Error: Bad
Link Width.

There was a fatal PCle Interface
Error: Correctable Error.

Additional (Advanced hex

data for customer service or engi-

Info:

neering use.).

There was a fatal PCle Interface
Error: Presence Mismatch.

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

There was a fatal PCle Interface
Fault Detected on Other
(Partner) Controller.

Error:

Additional Info: (Advanced hex
data for customer service or engi-
neering use.).

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

Error [0xBO1

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

(2817)]

Indicates an unexpected interrupt,
exception, or error status infernal to
the policy processor or a related co-
processor.

Indicates an unexpected interrupt,
exception, or error status infernal to
the policy processor or a related co-
processor.

Indicates an unexpected interrupt,
exception, or error status infernal to
the policy processor or a related co-
processor.

Indicates the PCle bus of the policy
processor is not fully operational.

Indicates the protocol processor was
unable to negofiate for the proper
link width resulting in degraded con-
troller performance.

Cannot clear PCle correctable er-
rors.

Indicates a connection problem be-
tween the two controllers.

Indicates a connection problem be-
tween the two controllers.

No action necessary

No action necessary.

No action necessary.

Replace the controller.

Replace the controller.

Replace the controller.

Replace the controller.

Replace the controller.

Event Logs
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There was a fatal PCle Interface
Error: No Initialization Information
from Other (Partner) Controller.

Additional Info: (Advanced hex
data for customer service or engi-

neering use.).

There was a fatal PCle Interface
Error: Information Mismatch on
Other (Partner) Controller.

Additional Info: (Advanced hex
data for customer service or engi-

neering use.).

The controller’s internal tempera-
ture <aa>C has exceeded the
maximum limit. The controller will
shutdown to prevent damage.

The Temperature Sensor x from
Controller y reported a reading of
z degrees Celsius and it has ex-
ceeded the maximum limit (n de-
grees Celsius). The controller will
shutdown to prevent damage.

The controller’s internal tempera-
ture <aa>C is approaching the
maximum limit. You should check
the cooling system for problems.

The Temperature Sensor x from
Controller y reported a reading of
z degrees Celsius and is approach-
ing the maximum limit (n degrees
Celsius). You should check the
cooling system for problems.

Error [0xBO1 (2817)]

Error [0xBO1 (2817)]

Error [0xBO3 (2819)]

Error [0xBO3 (2819)]

Warning [0xBO4
(2820)]
Warning [0xBO4
(2820)]

Indicates a connection problem be-
tween the two controllers.

Indicates a compatibility problem be-
tween the two controllers.

Blocked fan.

Failing fan.

Elevated ambient temperature.

Blocked fan.

Failing fan.

Elevated ambient temperature.

Blocked fan.

Failing fan.

Elevated ambient temperature.

Blocked fan.

Failing fan.

Elevated ambient temperature.

Event Logs

Replace the controller.

Replace the controller.

Check enclosure for sufficient air flow.

Check for a failed Power Supply/
Cooling module or Cooling Fan
module, if found replace module.

Check the ambient temperature of the
environment, decrease the local am-
bient temperature.

Check enclosure for sufficient air flow.

Check for a failed Power Supply/
Cooling module or Cooling Fan
module, if found replace module.

Check the ambient temperature of the
environment, decrease the local am-
bient temperature.

Check enclosure for sufficient air flow.

Check for a failed Power Supply/
Cooling module or Cooling Fan
module, if found replace module.

Check the ambient temperature of the
environment, decrease the local am-
bient temperature.

Check enclosure for sufficient air flow.

Check for a failed Power Supply/
Cooling module or Cooling Fan
module, if found replace module.

Check the ambient temperature of the
environment, decrease the local am-
bient temperature.
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The partner controller has failed or
has been removed.

This controller has not received a
response from the other (partner)
controller in the allotted time, and
therefore it has been disabled.

The

reading measures <aa>V which

controller’'s <x> voltage

exceeds the limit.

Internal transfer error.
Controller mismatch detected.

“This” or “The other” controller
was shut down.

The discovery process has com-
pleted identifying all SAS devices
on the SAS domain.

The discovery process has started
to determine all SAS devices on the
SAS domain.

The other (partner) controller has
been inserted.

The other (partner) controller has
passed its self-test and is now
ready (failback).

The other controller has shut itself
down, either because of a failure
or user request.

A stripe synchronization of a RAID
set has started. This occurs when a
controller fails, or after a control-
ler is powered off with write com-
mands in progress.

A stripe synchronization of a RAID
set has completed.

The configuration has changed.

The controller is flushing the part-
ner’s mirrored cache to the drives.
There are <xx> cache entries to-
talling <yy> 512-byte blocks.

Error [0xBO8 (2824)]

Error [0xBO9 (2825)]

Error [OxB19 (2841)]

Error [OxBTA (2842)]

Error [0xB1C (2844)]

Information

(2850)]

Information

(2851)]

Information

(2857)]

Information

(2858)]

Warning
(2859)]

Information

(2860)]

Information

(2861)]

Information

(2863)]

Information

(2869)]

[0xB22

[0xB23

[0xB29

[0xB2A

[0xB2B

[0xB2C

[0xB2D

[0xB2F

[0xB35

Failure or removal of one controller
(partner) in an Active-Active configu-
ration.

Failure or removal of one controller
(partner) in an Active-Active configu-
ration.

Voltage regulator hardware failure.

Enclosure 5V or 12V problem in the
power supply.

Hardware problem.

RAID Controllers with different SAS
controller chips have been installed.
This is not a supported configuration.

A SAS discovery was completed.

A SAS discovery was initiated.

Partner controller has been inserted.

Partner controller is ready to fail
back.

A controller failure.

User request to shutdown.

A controller fails or is powered off
during a write operation.

A controller fails or is powered off
during a RAID write operation.

A change in the configuration has
occurred.

Failure or removal of the partner
controller.

Event Logs

Re-install the controller.
or Replace the controller.

Replace the controller.

Replace the controller.

Replace the defective Power Supply or
Power Supply/Cooling module.

Replace the controller.

Replace one of the controllers so that
both controllers are of the same type.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

Replace Controller.
No action necessary.

No action necessary.

No action necessary.

If you are using the Save Configura-
tion feature, re-save your configura-
tion information - it no longer match-
es, otherwise no action is necessary.

No action necessary.
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The
flushing the partner’s

controller has completed

mirrored
cache to the drives.

Line Power Mode is now active, the
battery is not required.

The backup battery unit attached
to this controller is now functioning
correctly.

The controller has been powered

off.

The controller has been powered
on.

The controller self-test was suc-
cessfully completed.

The controller self-test has failed.

The controller's NVRAM has been
reset.

The controller has an invalid World
Wide Name.

The Event Log has been cleared.

The controller has been reset.

The controller has been shutdown
gracefully.

All identified enclosures have at
least two communication paths to
their SES devices.

Failover started.

Failover completed.

Information

(2870)]

Information

(2882)]

Information

(2882)]

Information

(2896)]

Information

(2897)]

Information

(2898)]

[0xB36

[0xB42

[0xB42

[0xB50

[0xB51

[OxB52

Error [0xB53 (2899)]

Information

(2900)]

[0xB54

Error [0xB55 (2901)]

Information

(2902)]

Information

(2903)]

Information

(2904)]

Information

(2907)]

Information

(2908)]

Information

(2909)]

[0xB56

[0xB57

[0xB58

[0xB5B

[0xB5C

[0xB5D

Completion of mirrored cache flush-
ing.
Battery charging complete.

Special feature mode. Controller can
be operated with battery removed
and no LED status indication occurs.

Battery OK. Charged for <x> sec-
onds.

Removal of controller or power.

The controller was powered on.

Self-test completion on startup.

Self-test failure on startup.

Occurs first time after production.
Occurs first time after production.
The user has cleared the event log.

User initiated a reset to the control-
ler.

User initiated a controller shutdown.

The controller temperature threshold
was exceeded and the controller shut
itself down.

SES initialization.

Failure or removal of the partner
controller.

Completion of failover process.

Event Logs

No action necessary.

No action necessary.

No action necessary.

No action necessary.
No action necessary.
No action necessary.

Replace the controller.

No action necessary.
Contact technical support.
No action necessary.
No action necessary.

No action necessary.

Check for a failed Cooling Fan or
Power Supply/Cooling module, re-
place as needed. Check for blocked
air flow, correct as needed.

Check for high ambient temperature,

reduce the environments ambient

temperature.

No action necessary.

No action necessary.

No action necessary.
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Failback started.

Failback completed.

The controller firmware has been
upgraded to version <xxxx>.

The controller battery backup unit
is charging.

Flushing of the battery protected
cache has started.

There are <xx> cache entries to-
talling <yy> 512-byte blocks.

Flushing of the battery protected
cache has completed.

The cache data being preserved
by the controller’s battery was lost.
There were <xx> cache entries to-
talling <yy> 512-byte blocks.

The cached data was lost. There
were <xx> cache entries, totalling
<xx> MBs.

The cached data was lost. There
were <xx> MBs lost in Array
<yy>.

The controller has been shudown
either locally or remotely. The con-
troller temperature was exceeded
and the controller shut itself down.

An SDRAM ECC error - bit <xx>
at address  <xx,xx,xx,xx.xx> has
been detected and corrected.

A configuration parameter has
been changed: <array name>
(Array <number>) has been trust-
ed due to a cancellation of an ini-
tialization.

Hardware Error

Additional Info: (Advanced hex
data for customer service reps or

engineer use.).

Running <version_number>

CEMI firmware version: Release

<num>, Build <num>.

Information [OxB5E
(2910)]
Information [OxB5F
(2911)]
Information [0xB60
(2912)]
Information [0xB62
(2914)]
Information [0xB63
(2915)]
Information [OxB64
(2916)]

Error [0xB65 (2917)]

Error [0xB65 (2917)]

Error [0xB65 (2917)]

Information [0xB65
(2917)]
Warning [0xB72
(2930)]
Information [0xB74
(2932)]

Error [0xB7A (2938)]

[0xB89

Information

(2953)]

Partner controller started failback.
Completion of failback process.
User upgraded the controller firm-
ware.

Battery charging started.

Failure of power with writeback
cache present.

Completion of cache flushing.

Failure of power for an extended time
with writeback cache present.

Failure of power for an extended time
with writeback cache present.

Failure of power for an extended time
with writeback cache present.

Internal hardware or firmware failure.

SDRAM error.

A user cancelled an initialization.

The controller will continue to func-
tion, however the SES temperature
sensing may not function properly.

CEMI firmware is current.

Event Logs

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

Check the file system.

Check the file system.

Check the file system.

Replace the controller.

If it repeats, replace the controller.

No action necessary.

Replace the controller.

No action necessary.
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CEMI firmware upgrade from
<original CEMI FW version>:
Release <num>, Build <num>
to new version: Release <num>,
Build <num> failed because there

is no response from the processor.

CEMI
firmware upgrade from <origi-
nal CEMI FW version>: Release
<num>, Build <num> to new

“Automatic” or “Manual”

version: Release <num>, Build
<num> <completed successful-
ly>, <is underway>, or <failed>.
“Manual,”  de-

pending on whether the upgrade

“Automatic”  or

attempt was automatic or manual.

Occurs when there is a remote re-
quest to restart Embedded module.

A remote request for a Embedded
module reset was successful.

Occurs when there is a remote re-
quest to restart Embedded module.

A remote request for a Embedded
module reset failed.

Occurs when there is a remote re-
quest to restart Embedded module.

A remote request for an Embedded
module reset was blocked, CEMI is
updating.

Embedded module reset gener-
ated an unknown log entry.

Error [0xB89 (2953)]

Error [0xB89 (2953)]

Information

(2954)]

[0xBBA

Error [OxB8A (2954)]

Error [OxB8A (2954)]

Error [OxB8A (2954)]

Firmware failed to upgrade due to
nonresponding controller.

Firmware is attempting to upgrade.

Embedded module reset was suc-
cessful.

Embedded module reset failed.

Embedded module reset was unsuc-
cessful because the CEMI is being
currently programmed.

Embedded module reset was unsuc-
cessful because of unknown reasons.

Event Logs

No action necessary.

No action necessary.

No action necessary.

Try again, if no success replace RAID
Confroller.

Retry sending the request for a reset.

Try again, if no success replace RAID
Controller.
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When the firmware queries the
PMC

events are logged:

firmware version, these

PMC images are up to date. CRC:
<16 digit hex CRC code>.

PMC firmware image of type
<%s> <%s>. Where the first
<%s> is one of: “bootrom” or
“initstring” or “application” and
the second <%s> is one of: “is up
to date, current image’s CRC: <16
digit hex CRC code>,” or “was
updated successfully from old im-
age CRC: <16 digit hex CRC
code> to new image CRC: <16
digit hex CRC code>."

When the firmware queries the
PMC
events are logged:

firmware version, these

PMC firmware
<%s> <%s>.

image of type

Where the first <%s> is one of:
“bootrom” or “initstring” or “ap-
plication” and the second <%s>
is “failed to update from old image
CRC: <16 digit hex CRC code>
to new image CRC: <16 digit hex
CRC code>."

Invalid SAS Disk I/O or EBOD

/O module found in Enclosure:
< XXX

Drive power down/up mainte-
nance is carried out on the drive
(Slot <x>, Enclosure <y>).

Drive maintenance is forcing the
drive (Slot <x>, Enclosure <y>)
to fail.

Information

(2955)]

[OxB8B

Error [0xB8B (2955)]

Error [0xB90 (2960)]

Information

(2961)]

[OxB91

Error [OxB?1 (2961)]

An unsupported EBOD /O module
was detected in the expansion enclo-
sure.

Drive maintenance.

Drive failure unknown.

Event Logs

No action necessary.

No action necessary.

Replace the subject EBOD I/O mod-
ule with a correct supported module.

No action necessary.

Replace disk drive.
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There is a mismatch of controller  Error [0xB92 (2962)] A mismatch was detected between ~ When this unsupported configuration
cache size causing the shutting Controller 0 and 1 SDRAM Memory  occurs, Controller 1 is always shut-
down of this controller. This con- module sizes. Both SDRAM Memory ~ down and Controller O is always kept
troller (version: <This Control- modules in a dual controller (Active-  running, regardless of either control-
ler Version>, cache size: <This Active) configuration must be the ler's memory size. With Controller
Controller Cache Size>) versus same size. 1 shutdown, remove and install the
partner controller (version: <Part- same size SDRAM Memory module as
ner Controller Version>, cache what is installed in Controller 0. After
size: <Partner Controller Cache the memory module is replaced, rein-
Size>). sert Controller 1.

There is a mismatch of control-  Error [0xB92 (2962)] A mismatch was detected between ~ When this unsupported configuration
ler cache size causing the shut- Controller 0 and 1T SDRAM Memory  occurs, Controller 1 is always shut-
ting down of the partner control- module sizes. Both SDRAM Memory  down and Controller O is always kept
ler. This controller (version: <This modules in a dual controller (Active-  running, regardless of either control-
Controller Version>, cache size: Active) configuration must be the ler's memory size. With Controller
<This Controller Cache Size>) same size. 1 shutdown, remove and install the
versus partner controller (version: same size SDRAM Memory module as
<Partner Controller Version>, what is installed in Controller O.

cache size: <Partner Controller
Cache Size>).versus partner con-
troller (version: %.2X, cache size:
%s).After the memory module is
replaced, reinsert Controller 1.

The header of the expander Error [0xB99 (2969)] Corrupt file. Obtain a new copy of the file.
SPIMEM downloaded image is in-

valid.

The expander SPIMEM was updat-  Information [0xB99  Firmware was updated successfully. No action necessary.

ed successfully. (2969)]

The ID of the expander SPIMEM  Error [0xB99 (2969)] Corrupt file. Obtain a new copy of the file.
download image does not match.

The CRC of the expander SPIMEM  Error [0xB99 (2969)] Corrupt file. Obtain a new copy of the file.
download image does not match.

Failed to verify the expander Error [0xB9A (2970)] File failed to verify. Replace the controller.
BOOTROM flash.

Failed to read from the expander  Error [0xB9B (2971)] Internal communication error. Replace the controller.
EEPROM 12C.

The expander EEPROM was up-  Information [0xB9B  Firmware was updated successfully. No action necessary.

dated successfully. (2971)]

The controller watchdog interrupt ~ Warning [0xB9C Internal errors are being reported. Replace the controller.

warning was repeated <xx> times.  (2972)]

Unable to delete any array while  Information [OxBPE  Indicates the user attempted to delete ~ Wait for the background process has
an array expansion background  (2974)] any array while an array expansion  completed and try the array deletion
operation is in progress. background operation is in progress.  again.
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Unable to delete any array while
an array rebuild background op-
eration is in progress.

Unable to delete any array while
an array initialization background
operation is in progress.

Unable to delete any array while
an array parity check background
operation is in progress.

The data rate on Host Port <x>
has been limited to <n> Gbps in-
stead of the <n> Gbps supported
by the controller.

This controller has temporarily
paused its bootup process because
its NVRAM timestamp <xxxx> is
different from the partner control-
ler <xxxx>. The partner control-
ler’s state: <value>.

This controller continues its bootup
process.

This controller’'s NVRAM time-
stamp is not valid.
The other controller’'s NVRAM

timestamp is valid.

SAN LUN Mapping frial period has
expired.

SAN LUN Mapping trial period ex-
pires in <xx> days.

Information

(2974)]

Information

(2974)]

Information

(2974)]

Warning
(2975)

Information

(2976)

Information

(2977)

Warning
(2978)

Information

(2979)

Information

(2984)

Information

(2984)

[OxBOE

[OxBYE

[0xBYE

[0xB9F]

[0xBAO]

[0xBA1]

[0xBA2)

[0xBA3]

[0xBA8]

[0xBA8]

Indicates the user attempted to de-
lete any array while an array rebuild
background operation is in progress.

Indicates the user attempted to delete
any array while an array initialization
background operation is in progress.

Indicates the user attempted to delete
any array while an array parity check
background operation is in progress.

The SFP inserted in the host port does
not support the data rate set for that
port.

The controller initialization is on
hold due to differences between this
controller and the other controller’s

NVRAM timestamp.

The controller has exited the state of
paused initialization and is continu-
ing the boot process.

The other controller has a valid time-
stamp which will be used or the con-
figuration is not valid.

The other controller's NVRAM valid
timestamp will be used and will be
given control.

The SAN LUN Mapping licensed trial
period or 15 day grace period has
ended.

This is a daily reminder that the SAN
LUN

Mapping is in its licensed trial period
or 15 day grace period and will ex-
pire in the specified number of days.

Event Logs

Wait for the background process has
completed and try the array deletion
again.

Wait for the background process has
completed and try the array deletion
again.

Wait for the background process has
completed and try the array deletion
again.

User should be aware with the current
SFP the port is speed limited, other-
wise replace with a higher speed SFP
more compatible with the data rate
set for the host port.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

Purchase a valid SAN LUN Mapping
license to reinstate functionality.

Contact technical support.

Purchase a valid SAN LUN Mapping
license to reinstate functionality.

Contact technical support.
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13.6.4. Controller Port Events

These events are related to the host side Controller Port or Loop.

The ID is given in the format of its hexadecimal value which is seen

in Unix operating systems and its equivalent decimal value in pa-

renthesis which is seen in the Microsoft Windows operating system.

Host Loop O is not initial-
izing correctly.

SAS Port O will not initialize.

Host Loop 1 is not initial-
izing correctly.

SAS Port 1 will not initialize.

Host Loop 0/1 acquired
Loop ID <xx> because we
were not able to get Loop
ID <xx> (as specified in
the controller settings).

A LIP has occurred on Drive
Loop <xx>.

The Drive Loop (xx) is up.

The Drive Loop (xx) is
down.

A LIP has occurred on
Host loop <xx>. Reason:
<type>, The LIP was
repeated <yy> times.

Host Loop <xx> is now up.

SAS Host Port <xx> is now
up.

Host Loop <xx> is down.

Error [0xB15 (2837)]

Error [0xB15 (2837)]

Error [0xB16 (2838)]

Error [0xB16 (2838)]

Error [0xB17 (2839)
[0xB18 (2840)]

Information [0xB21 (2849)]

Information [0xB22 (2850)]

Information [0xB23 (2851)]

Information [0xB24 (2852)]

Information [0xB25 (2853)]

Information [0xB25 (2853)]

Information [0xB26 (2854)]

The loop is not initializing.
The port is not initializing.
The loop is not initializing.
The port is not initializing.

Address conflict with either host adapter or
other device on the same loop.

The loop is disrupted or the host is boot-
ing.

Loop is up.
Loop is down.
A LIP was generated so that a loop port

could acquire a physical address on an
arbitrated loop.

A LIP was generated by port ID: <xx> so
that the loop would be reinitialized.

A LIP was generated because of a loop
failure.

A LIP was generated by port ID: <xx>
because of a loop failure.

Loop is becoming ready.

SAS port is becoming ready.

Loop is going down.

Event Logs

Check/replace the cable.

Replace the Controller.

Check/replace the cable.

Replace the Controller.

Check/replace the cable.

Replace the Controller.

Check/replace the cable.

Replace the Controller.

Resolve address conflict.

No action necessary.

No action necessary.

Check/replace the cable.

No action necessary.

No action necessary.

No action necessary.

Check/replace the cable.
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SAS Host Port <xx> is
down.

A host has accessed a Logi-  Information [0xB2E (2862)]

cal Drive <yy> for the first
time, or for the first time
following a reset or LIP. It
accessed it through Host
Loop <xx> (ID <zz>) with
the SCSI command <check
condition, busy, or task set
full>.

Host Loop <num> has Error [0xB37 (2871)]
reported an error status
of Ox<xx> to a particular

command.

SAS Host Port <num> has
reported an error <port>.

Error [0xB37 (2871)]

It was repeated <number
of times the error hap-
pened> times.

Drive Loop <num> has Error [0xB38 (2872)]
reported an error status of

<error status> to a par-

ticular command. This may

indicate a loop reset or LIP

during a command, or a

loop failure.

Repeat Count = <number
of times the error hap-
pened>.

Host Loop <num> has Error [0xB39 (2873)]
reported an invalid status
of Ox<xx> to a particular

command.problem.

The controller has gener- Error [0xB3C (2876)]
ated a LIP on Drive Loop

<xx>, due to a loop error.

The controller has gener- Error [0xB3D (2877)]
ated a LIP on Host Loop

<xx>, due to a loop error.

Information [0xB26 (2854)]

SAS port is going down.

First access by a particular host after a LIP
or reset.

A host has accessed a Logical Drive <yy>
for the first time, or for the first time follow-
ing a resetf. ID <zz> accessed it through
Host Channel <nn> with the SCSI com-
mand Ox<zz>.

This may indicate a loop reset or LIP dur-
ing a command, or a loop failure. Repeat
Count = <count>.

This may indicate a reset or LIP during a
command. Repeat Count = <count>.

The drive loop encountered a loop reset
or LIP during @ command or a loop failure
has occurred.

This indicates a firmware error in the host
fibre channel chip.

Controller initiated a LIP on Drive Loop 1

due to a loop error. Could be caused by

a disk drive being pulled or any drive side
loop LIP.

Controller initiated a LIP.

Event Logs

Check/replace the cable.

No action necessary.

No action necessary.

However, this event is usually
followed by another event that
indicates the real problem.

No action necessary.

However, this event is usually
followed by another event that
indicates the real problem.

No action necessary.

Contact technical support.

No action necessary.

However, this event is usually
followed by another event that
indicates the real

No action necessary.



LaCie StorView Storage Management Software

User Manual

Event Logs
page 126

Controller Port Events

The host system w/

WWIN 'z < XXXXXXXXXXXXXXXK >
and Loop ID of <xx> has
logged into the controller
through Host Loop <xx>.

These events will only be
listed for HBAs with SAN
LUN Mappings.

SAS Host System

< XXX > has
logged into <y>. (ID:
<z>).

SAS Host System
OXXXXXHXXXXXXXXXXXK = hOS
logged out of <y>. (ID:
<z>).

Type [ID]
Information [OxB3F (2879)]

Information [0xB7C (2940)]

Information [0xB7D (2941)]

13.6.5. Drive and Array Events

These events are related to the drives, loops (where applicable) and
disk arrays. The ID is given in the format of its hexadecimal value
which is seen in Unix operating systems and its equivalent decimal
value in parenthesis which is seen in the Microsoft Windows operat-

ing system.

Cause

Host systems logs info the controller.

Host system has logged into the controller
port <y>.

Host system has logged out of the control-
ler port <y>.

NOTE: On SATA disk drives the event message displays the drive’s

Serial Number.

Drive and Array Events

The drive w/SN <sxxoooxx>

(Slot <nn>, Enclosure
<nn>) (<Array Name>
Drive <member index>)
has failed due to an

unrecoverable error. Sense
Data: <xx>/<xx>/<xx>.

The drive w/SN <xxxxxxx>

(Slot <number>) (Drive
<number>) has been

marked as failed because it

was removed.

Type [ID]
Error [0xBOA (2826)]

Error [0xBOB (2827)]

Cause

Typically due to a nonrecoverable media
error or hardware error.

Drive has been removed or bypassed by
the user, or has a serious hardware error.

Removal of cables connecting the enclo-
sures.

Action

No action necessary.

No action necessary.

No action necessary.

Action

Replace the disk drive.

Replace the disk drive.

Replace the cables.
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Rebuilding has failed due
to an unrecoverable error
on the new drive w/SN
<xxxxxxx> (Slot <nn>
(Drive <number>) in the
array.

Rebuilding has failed due
to an unrecoverable error
on the new drive w/SN
<xxxoox> (Slot <nn>,
Enclosure <nn>) (<Array
Name> Drive <num>).

The drive w/SN <xxxxoox>
(Slot <nn>, Enclosure
<nn>) (Slot <number>)
(Drive <number>) has
failed due to a time-out.

Drive Loop 1 is not initial-
izing correctly.

Disabled Enclosure
<name> Slot <nn> due
to excessive errors.

Drive Loop 1 has exceeded
the allowable error count.
The controller will not use
this loop for data trans-
fers. After two hours have
elapsed, the loop will be
re-enabled.

Array <name> is in a criti-
cal state.

The drive w/SN <xxxxoox>
(Slot <number>) returned
a bad status while complet-
ing a command. SCSI Info:

Operation <type>, Status
<type>.

The drive w/SN <xxxxxxx>
(Slot <nn>, Enclosure
<nn>) timed out for the
SCSI Operation <type>.

A rebuild has started on the
drive w/SN <xxxxxxx> (Slot
<nn> (Drive <number>).

Error [0xBOC (2828)]

Error [0xBOD (2829)]

Error [0xBOE (2830)]

Error [0xB10 (2832)]

Error [0xB13 (2835)]

Error [0xB14 (2836)]

Error [OxB1B (2843)]

Error [0xB27 (2855)]

Warning [0xB28 (2856)]

Information [0xB30 (2864)]

Typically due to a nonrecoverable media
error, or hardware error.

Typically due to a nonrecoverable media
error or hardware error.

Drive error.

Loop error.

This indicates that the controller has shut-
down the slot due to multiple errors from
the drive.

Too many errors on the loop.

Drive removal or failure.

Unknown status returned by the disk drive.

Drive hardware error or bus error.

A rebuild has started.

Event Logs

Replace with a new drive and
initiate a rebuild.

Backup all data and restore to
a new array.

Replace the disk drive.

Check the cables.

Remove the drive in the identi-
fied slot will reenable the PHY.

Wait two hours and try again.

Replace the disk drive and
rebuild the array.

Contact technical support and
provide them with a copy of the
event log.

Check cabling and ensure the
disk drives are properly seated.

No action necessary.
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A rebuild has completed
on (Array <Name> Drive
<number>).

A rebuild has re-started on
the drive w/SN <xxxxxxx>
(Slot <nn> (Drive <num-
ber>).

Array <name> has started
initializing.

Array <name> has com-
pleted initializing.

The controller has detected
a data underrun from the
drive w/SN <xxxxxxx> (Slot
<nn>, Enclosure <nn>)
for the SCSI Op Code
Ox<xx>. This is caused

by the controller detecting
a bad CRC in a frame,
and usually indicates a

link problem, either with
cabling or an enclosure.

An unrecoverable drive
error has occurred as a
result of a command being
issued. This may be due to
a drive error in a non-fault
tolerant array, such as
RAID O, or when the array
is already in a degraded
mode. The controller will
pass the status from the
drive back to the host
system, to allow the host
recovery mechanisms to be
used. Details: Host Loop
<x>, Host Loop ID <y>,
Mapped LUN Requested
<z>, Op Code <zz>,
Sense Data <uu>.

A RAID parity check has
started on <Array Name>.
Type of parity check =
<paritytype>.

Information [0xB31 (2865)]

Information [0xB32 (2866)]

Information [0xB33 (2867)]

Information [0xB34 (2868)]

Error [0xB3B (2875)

Error [0xB40 (2880)]

Information [0xB43 (2883)]

A rebuild has completed.

A rebuild has started.

Initialization has started.

Initialization has completed.

Bus error.

Typically due to a nonrecoverable media

error, hardware error, or loop (bus) error.

Parity check started.

Event Logs

No action necessary.

No action necessary.

No action necessary.

No action necessary.

Check cabling and ensure that
the disk drive is properly seated
in its slot.

No action necessary.

No action necessary.
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A RAID parity check has
completed on <Array
Name>. Type of parity
check = <paritytype>.
Error Count = <zz>.

A RAID parity check has
been aborted on <Array
Name>.

Type of parity check =
<paritytype>. Error Count
= <zz>.

A drive w/SN (Slot <nn>,
Enclosure <nn>) has been
inserted.

The controller has started
updating a drive’s
firmware. Drive w/SN
<xooox> (Slot <nn>

ID:<zz> Firmware Version:

<YY-YYy-Yyyy)-

The controller has finished
updating a drive’s firm-
ware. Drive SN: <sxoooooxx>
ID: <zz> (Slot <number>)
Firmware Version: <yy.

YY-yYYyy)-

An array expansion has
started on Array <name>.

An array expansion has
completed on Array
<name>.

An array expansion has re-
started on Array <name>.

The writeback cache on
Array <name> has been

disabled.

Reason(s): (See reasons).

Information [0xB44 (2884)]

Information [0xB45 (2885)]

Information [0xB61 (2913)]

Information [0xB66 (2918)]

Information [0xB67 (2919)]

Information [0xB68 (2920)]

Information [0xB69 (2921)]

Information [0xB6A (2922)]

Warning [0xB6F (2927)]

Parity check completed.

Parity check canceled by the user.

Drive was inserted.

The controller has started updating a
drive’s firmware. Drive <w/sn <xxxxxxx>
OF W/WWN < XXXXXXXXXXXOXXXX > , Slot
<nn>, Enclosure <nn>, Firmware

Version: <xxxx>.

The controller has finished updating a

drive’s firmware. Drive w/SN <xxxxxxx> or
WWN' < xxooacsooxxsxoxxx >, Slot <nn>, En-
closure <nn>, Firmware Version: <xxxx>.

Expansion has started.

Expansion has completed.

Expansion has restarted.

Event Logs

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

Disabling of writeback cache for the indicated reasons:

4 The partner controller has failed.

4 The battery is not charging or pres-

ent.

4 The array has become critical.

4+ A “prepare for shutdown” was re-
ceived by the controller.

<+

+

<+

<+

Replace the failed con-
troller.

Charge the backup battery
or re-install the battery.

Resolve the array issue
and rebuild the array.

No action necessary.
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The writeback cache on Information [0xB70 (2928)]  Re-enabling of writeback cache. No action necessary.

Array <name> has been
re-enabled.

Because of a background Warning [0xB71 (2929)] Data Blocks at this location have media No action necessary.

errors. The data is being reallocated to
different blocks.

verify failure, data blocks at
LBA <yyy> from drive SN:
<xxxxxxx> (Slot <num-
ber>) (Consecutive Num-
ber of Allocations <zz>)
have been reallocated.

A rebuild was aborted on
(Array <yy> Drive <ww>).

Information [0xB73 (2931)] A rebuild was canceled by the user. No action necessary.

SATA Drive Error: (Slot
<number>) Information

Error [0xB75 (2933)] Drive or SATA link error. No action necessary.

<description>.

A drive w/ SN <xxxxxxx>
(Slot <nn>) has been
removed.

Error [0xB76 (2934)] A drive w/ SN <xxxxxxx> (Slot <nn>, No action necessary.

Enclosure <nn>) has been removed.

There was a bad block
during a rebuild on Array
<nn>, Drive <mm>, LBA
<XX XX XX XX XX xx>, Block
Count <xx>.

Error [0xB78 (2936)] A bad block was detected during the

rebuild operation. Data loss will occur with

Replace drive after rebuild.
Restore lost data from a known

that data stripe. good backup.

An unsupported drive w/

SN <xoooxx> (Target
ID <num>) has been
inserted.

<Array Name> is in an
unsupported configuration
with a mixture of A/P and

A/A SATA drives.

<Array Name> is in an

unsupported A/P SATA

drive mutiplexer configura-

tion.

<Array Name> is in an

unsupported A/A SATA

drive mutiplexer configura-

tion.

Error [0xB7B (2939)]

Error [OxB8C (2956)]

Error [OxB8C (2956)]

Error [0xB8C (2956)]

A SATA drive with an A/A MUX Transition
card was installed in a system with an older
model controller.

The array is marked invalid because it
contains SATA drives with a mixture of
Active-Active and Active-Passive MUX
Transition cards.

A SATA drive with an Active-Active MUX
Transition card is not supported in older
12 drive enclosures.

The array is marked invalid because it
contains a SATA drive with an unsupported
Active-Passive MUX Transition card.

The array is marked invalid because it
contains a SATA drive with an unsupported
Active-Active MUX Transition card.

Replace the SATA drive with
one that has a A/P MUX Transi-
tion card installed.

Replace the offending drive
with one that contains a match-
ing MUX Transition card as the
remaining drive members.

Replace the offending drive
with one that contains a match-
ing MUX Transition card.

Replace the offending drive
with one that contains a match-
ing MUX Transition card.
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13.6.6. Enclosure Events

These events are related to the enclosure components reported by

the SES processor. The ID is given in the format of its hexadecimal

value which is seen in Unix operating systems and its equivalent

decimal value in parenthesis which is seen in the Microsoft Windows

operating system.

Enclosure<xx> (w/
WWIN: < X000000000000 > )
timed out on SCSI com-
mand 0x02X.

NOTE: This event is only
valid for the expansion en-
closure or daisy-chained

systems.

Power supply <zz> is OK.

Power supply <zz> is op-
erating outside of its speci-
fication.

Power supply <zz> is in a
critical state.

Power supply <zz> is not
installed.

An Expansion enclosure was
connected to Enclosure ax.

The enclosure count in-
creased from yy to zz.

An Expansion enclosure was
removed from Enclosure xx.

The enclosure count de-
crease from yy fo zz.

Warning [0xB79 (2937)]

Information [0xB6B (2923)]

Warning [0xB6B (2923)]

Warning [0xB6B (2923)]

Error [0xB6B (2923)]

Information [0xB98 (2968)]

Warning [0xB98 (2968)]

This error is generated when a command
to the Enclosure processor time-outs.

Faulty cable or drive malfunctions could be
the cause of this error.

Normal condition reported.

The specific power supply has failed. The
specific power supply has the mains power
removed.

The specific power supply has failed.

The specific power supply has the mains
power removed.

The power supply was removed.

The power supply was removed.

Expansion cable was connected.

Expansion cable was disconnected.

Event Logs

Verify if the system has gone to
SES LEVEL 1. If it has, verify
the configuration.

You may occasionally see

this error during drive inser-
tion, failover/failback or drive
removal. As long as the system
remains at SES LEVEL 3 the
user does not need to inter-
vene. If this event is periodically
posted in the event log the

user may have a hard drive or
EBOD I/O module problem.
The system should be inspected
to isolate the problem to either
drives or EBOD I/O module.

No action necessary.

Replace the power supply mod-
ule.

Ensure that the specific power
supply mains power is applied.

Replace the power supply.

Ensure that the specific power
supply mains power is applied.

Insert the power supply.

Re-insert the power supply, con-
nect the power cord.

No action necessary.

Re-connect the SAS patch cable.
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The expansion cable was
removed from Enclosure
<xz> or failed for more
than 10 times in an hour.

The expansion cable was
removed from Enclosure
<xx> or failed for more
than 10 times in a hour.

The expander SPIMEM im-
age is valid. Current ver-
new version:

SioN:  XXXXX,

XXXXX.

The expander SPIMEM was
updated successfully. Cur-
rent version: xxxxx, new ver-
SION: XXXXX.

The header of the expander
SPIMEM download image
is invalid. Current version:
XXXXX, NEW VErsion: XXXXX.

The ID of the expander
SPIMEM download image
does not match. Current
VEersion: Xxxxx, New version
XXXXX.

The CRC of the expander
SPIMEM download image
does not match. Current
VErsion: Xxxxx, New version:

XXXXX.

Failed to read from the ex-
pander SPIMEM. Current
VErsion: XXXXxXX, New version
xxxxx. (RS-1220-F4-6412E
Only)

Failed to erase the ex-
pander SPIMEM. Current
VErsion: Xxxxx, New version:
xxxxx. (RS-1220-F4-6412E
Only)

Failed to program the ex-
pander SPIMEM page. Cur-
rent version: xxxxx, new ver-
Sion: XXXXX.

(RS-1220-F4-6412E Only)

Warning [0xB99 (2969)]

Information [0xB99 (2969)]

Information [0xB99 (2969)]

Error [0xB99 (2969)]

Error [0xB99 (2969)]

Error [0xB99 (2969)]

Error [0xB99 (2969)]

Error [0xB99 (2969)]

Error [OxB99 (2969)]

Error [0xB99 (2969)]

The user disconnected an expansion cable
greater than 10 times or the cable failed for
more than 10 times in an hour.

The firmware image was not corrupt.

Firmware was updated successfully.

Corrupt file.

Corrupt file.

Corrupt file.

Failed to update.

Failed to update.

Failed to update.

Failed to update.

Event Logs

Replace cable.

No action necessary.

No action necessary.

Obtain a new copy of the file.

Obtain a new copy of the file.

Obtain a new copy of the file.

Obtain a new copy of the file.

Replace the RAID Controller.

Replace the RAID Controller.

Replace the RAID Controller.
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Failed to verify the expand-
er SPIMEM image. Current
Version: xxxxx, new version:
XXXXX.

(RS-1220-F4-6412E Only)

Failed to verify the expander
SPIMEM image trailer. Cur-
rent version: xxxxx, new ver-
Sion: XXXXX.

(RS-1220-F4-6412E Only)

The status returned by SAS-
SATA Channel Card z from

Enclosure xx: Unsupported.
SAS Address: <SN>.

(RS-4835-F4-5402E Only)

The status returned by SAS-
SATA Channel Card z from
Enclosure xx: OK. SAS Ad-
dress: <SN>. (RS-4835-
F4-5402E Only)

The status returned by SAS-
SATA Channel Card z from

Enclosure xx: Critical. SAS

Address: <SN>.

(RS-4835-F4-5402E Only)

The status returned by SAS-
SATA Channel Card z from

Enclosure xx: Non-critical.

SAS Address: <SN>.

(RS-4835-F4-5402E Only)

The status returned by SAS-
SATA Channel Card z from

Enclosure xx: Unrecover-

able. SAS Address: <SN>.

(RS-4835-F4-5402E Only)

The status returned by SAS-

SATA Channel Card z from
Enclosure xx: Not Installed.
SAS Address: <SN>.

(RS-4835-F4-5402E Only)

Error [0xB99 (2969)]

Error [0xB99 (2969)]

Information [0xC4F (3151)]

Information [OxC4F (3151)]

Warning [OxC4F (3151)]

Information [0xC4F (3151)]

Error [0xC4F (3151)]

Error [OxC4F (3151)]

Failed to update.

Failed to update.

Normal condition reported.

The specified SASSATA Channel Card has

been removed.

The specified SASSATA Channel Card was

not installed at power up.

Event Logs

Replace the RAID Controller.

Replace the RAID Controller.

No action necessary.

Install the SAS-SATA Channel

Card.

Install the SAS-SATA Channel

Card.
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The status returned by SAS-
SATA Channel Card z from

Enclosure xx:  Unknown.

SAS Address: <SN>.

(RS-4835-F4-5402E Only)

The status returned by SAS-
SATA Channel Card z from

Enclosure xx: Not Available.

SAS Address: <SN>.

(RS-4835-F4-5402E Only)

Power supply <zz> is in an
unrecoverable state.

Power supply <zz> is not
installed.

Fan <zz> is OK.

Fan <zz> does not support
status detfection.

Fan <zz> is in a critical
state. Additional informa-
tion may appear:

The fan is stopped.

The fan is running at its low-
est speed.

The fan is running at its sec-
ond lowest speed.

The fan is running at its third
speed level.

The fan is running at its
forth speed level.

The fan is running at its fifth
speed level.

The fan is running at its in-
termediate speed.

The fan is running at its
highest speed.

Temperature sensor <zz>

is OK.

Error [0xC4F (3151)]

Error [0xC4F (3151)]

Error [0xC6B (3179)]

Error [OxC6B (3179)]

Information [0xC6C (3180)]

Information [0xC6C (3180)]

Error [0xC6C (3180)]

Information [0xC6D (3181)]

The specified SASSATA Channel Card has

detected an unknown error.

The power supply was removed.

The power supply was removed.

Normal condition reported.

Unknown status.

A specific fan failure.

Temperature sensors are reporting normal

temperatures in the enclosure.

Event Logs

Replace the SAS-SATA Channel
Card.

Re-insert the power supply, con-
nect the power cord.

Re-insert the power supply, con-
nect the power cord.

No action necessary.

No action necessary.

Replace the cooling fan mod-
ule.

No action required.
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Temperature <zz> is oper- Warning [0xC6D (3181)] Temperature sensors are reporting enclo-  Ensure that both cooling fans
ating outside of specifica- sure temperatures have reached the thresh-  are operating normally. (Re-
tions. old of 50°C (122°F). place if needed.)

If the environment ambient tem-
perature is high, reduce the am-
bient temperature.

Ensure that the airflow is not
blocked or restricted on the en-

closure.
Temperature sensor <zz>  Error [0xC6D (3181)] Temperature sensors are reporting enclo-  Automatic system shutdown will
is in a critical state. sure temperatures have reached the thresh-  begin. In Active-Active control-
old of 70°C (158°F). ler configurations, one control-

ler will shutdown its partner and
shutdown the drives, then itself.

Ensure that the cooling fans are
operating normally. (Replace if

needed.)

If the environment ambient tem-
perature is high, reduce the am-
bient temperature.

Ensure that the airflow is not
blocked or restricted on the en-
closure.

13.6.7. Persistent Reservation Events

These events are related to persistent reservation. The ID is given in
the format of its hexadecimal value which is seen in Unix operating
systems and its equivalent decimal value in parenthesis which is seen
in the Microsoft Windows operating system.

Incorrect Reservation Key. Information [0xB87 (2951)] A Persistent Reservation issue has occurred.  No action necessary.
(Controller: <num>, Port

<num>, Llogical Drive

<num>).

Incorrect Reservation Type. Information [0xB87 (2951)] A Persistent Reservation issue has occurred.  No action necessary.
(Controller: <num>, Port

<num>, Logical Drive

<num>).
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| T Nexus is not Reserved.
(Controller: <num>, Port
Logical

<num>, Drive

<num>).

| T Nexus is not Registered.
(Controller: <num>, Port
Drive

<num>, Logical

<num>).

Reservation Conflict Detect-
ed. (Controller: <num>,
Port <num>, Logical Drive

<num>).

Persistent Reservation
Check Condition Detected.
(Controller: <num>, Port
<num>, Drive

<num>).

Logical

Invalid Service Action Reser-
vation Key.

(Controller: <num>,
Port<num>, Logical Drive

<num>).

13.6.8. Server Events

Information [0xB87 (2951)]

Information [0xB87 (2951)]

Information [0xB87 (2951)]

Information [0xB87 (2951)]

Information [0xB87 (2951)]

A Persistent Reservation issue has occurred.

A Persistent Reservation issue has occurred.

A Persistent Reservation issue has occurred.

A Persistent Reservation issue has occurred.

A Persistent Reservation issue has occurred.

NOTE: These events are applicable to the host-based version only.

The following table provides a brief description of the events which

relate to the server software component. The ID is given in the for-

mat of its hexadecimal value which is seen in Unix operating systems

and its equivalent decimal value in parenthesis which is seen in the

Microsoft Windows operating system.

The server has been
started.

A user (admin) has logged
into the Server from Host:
<name>, |P address: xx.xx.
XX.XX.

Information [0x101 (257)]

Information [0x101 (257)]

The server started successfully.

The specified user has logged in.

Event Logs

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.
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The server has been shut-
down.

A system rescan has been
initiated.

The serial number and
key entered are incorrect.
Remote features are tem-
porarily disabled.

All event logs cleared.

A user <name> (IP:<IP_
address>, Host: <host
name>) has updated their
password.

A user <name> (IP:<IP_
address>, Host: <host
name>) unsuccessfully
attempted to update their
password.

A user <name> has
logged into the server from
IP address: <IP_address>.

A user (<name>) has
logged into the Server from
Host: <host name>, IP
address: <IP_address>.

A user <name> has been
logged out of the server
from IP address: <IP_ad-
dress>.

A user <name> (IP:
<IP_address>,:) has been
logged out of the server
from Host: <host name>,
IP address: <IP_address>.

The multicast address is not
configured. No communi-
cation will take place with
other servers.

Information [0x102 (258)]

Information [0x103 (259)]

Error [0x104 (260)]

Information [0x105 (261)]

Information [0x106 (262)]

Information [0x107 (263]

Information [0x108 (264)]

Information [0x108 (264)]

Information [0x109 (266)]

Information [0x109 (266)]

Warning [0x201 (513)]

The host is shutting down or a user
stopped the server service.

The system rescan is starting note: a shut-
down and start up event will follow.

The serial number and key specified in the
server settings file is not a correct match.

A user cleared the event logs.

A specific user has updated their password.

A specific user fried to change the pass-
word but verification failed or old password

failed.

A specific user has logged into the server
from the specified IP address location. The
host name was not available.

A specific user has updated their password.

A specific user has logged out.

A specific user has logged out.

The setting “MulticastPort” is not setup in
the db/IP.db file.

The setting was removed or the file became
corrupt.

Event Logs

No action necessary.
No action necessary.

Open the software in a browser
from the local console, click
the Settings button. Re-enter
the serial number and key. If
you still have problems, contact
technical support.

No action required.

No action required.

Ensure the user is authorized or
needs assistance.

No action required.

No action required.

No action required.

No action required.

Open the file <software
folder>\db\IP.db in a text edi-
tor, and add the following line:
MulticastPort=9191.

Save the file and start the
software and press the RESCAN
button or restart the service.
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Multicast socket creation
failure: <reason>

Shared memory used for
the server and the GUI to
communicate could not be
created nor located.

A CGlI request was initi-
ated from the GUI but the
associated shared memory
could not be opened.

A CGl request was initiated
from the GUI but the as-
sociated parameters could
not be located.

The server performed a
CGl request but an internal
error prevented the server
from returning the results.

The server performed a
CGl request but the shared
memory needed fo return
the results could not be
created.

Warning [0x202 (514)]

Error [0x301 (769)]

Error [0x302 (770)]

Error [0x303 (771)]

Error [0x304 (772)]

Error [0x305 (773)]

Could not setup the necessary communi-
cation paths to talk to other servers. The
specific cause will be specified in the <rea-
son> appended fo the message.

Tried to create/locate the shared memory
used for the server and server CGl script to
communicate.

The server script creates new shared
memory for the server to access parameter
passed from the GUI. This shared memory
could not be found.

The server script creates new parameter
for the server to access parameter passed
from the GUI. This parameters could not

be found.

The request was performed but the
server encountered an error that prevented
completion.

The server completed the request and at-
tempted fo create shared memory to send
the results back to the server CGI. The
attempt failed.

Event Logs

Change the multicast port
used. Note that all servers must
communicate with each other
on the same multicast port. If
the sefting is changed on one,
they must be changed on all
servers.

Open the file <software fold-
er>\db\IP.db in a text editor,
and change the following line:
MulticastPort= <port number>.

Save the file and start the
software and press the RESCAN
button or restart the service.

Quit and all connections
accessing this server, wait 1
minute and restart them.

Retry request.

Quit and all connections
accessing this server, wait 1
minute and restart them.

Restart the system.

Retry request.

Quit and all connections
accessing this server, wait 1
minute and restart them.

Restart the system.
Retry request.

Quit and all connections
accessing this server, wait 1
minute and restart them.

Restart the system.

Retry request.

Quit and all connections
accessing this server, wait 1
minute and restart them.

Restart the system.
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The server failed to com-
plete a CGl request before
its allowed time expired.

The server CGl script was
unable to return CGl re-
quest results to the GUI.

Start up is complete.

Several failures encoun-
tered while trying to com-
municate with the RAID
controller.

Successful communication
with controller after several
failures.

Error [0x306 (774)]

Error [0x307 (775)]

Information [0xAQ1 (2561)]

Error [0xAO3 (2563)]

Information [0xAQ4 (2564)]

13.6.9. SnapShot Events

The following table provides a brief description of the events which

The server completed the request but by
the time it was done the server CGl gave

up.

The server passed the completed request

to the server CGI but for some reason the
request wasn’t completed correctly by the
server CGl script.

The RAID controller module has been
loaded by the server.

Several commands have been sent through
a known good path but they have failed.

A known failed path is now functional and
passed refest.

relate to the Snapshot component. The ID is given in the format of

its hexadecimal value which is seen in Unix operating systems and

its equivalent decimal value in parenthesis which is seen in the Mi-

crosoft Windows operating system.

Logical Drive <ID #>'s
Snapshot capacity is at
<x>%.

Warning [0xB81 (2945)]

ODA capacity has reached the indicated
threshold.

The capacity value displayed is the current
unused/remaining space at the fime of the
event.

The amount of space varies based on the
ODA size. For ODA sizes of 1- 50 GB, the
values will be 40, 30, 20, 10. For ODA
sizes 50-500 GB the values will be 15, 10,
5, 2. And for ODA sizes greater than 500
GB, the values will be 4, 3, 2, 1.

Event Logs

Retry request.

Quit and all connections
accessing this server, wait 1
minute and restart them.

Restart the system.

Retry request.

Quit and all connections
accessing this server, wait 1
minute and restart them.

Restart the system.

No action necessary.

Ensure that the paths and hard-
ware are operational.

No action necessary.

Delete some snapshots for this
snapshotted logical drive.
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Logical Drive <ID #>'s
ODA is invalid.

Logical Drive <ID #>'s
ODA has been overrun.

Logical Drive <ID #>'s
had an ODA unassigned
from it.

Logical Drive <ID #>'s
had an ODA assigned
from it.

Snapshot <#> on Logical
Drive <ID #> is being
deleted.

Snapshot <#> on Logical
Drive <ID #> has been
deleted.

Snapshot <#> on Logical
Drive <ID #> has been
created.

A Snapback (based on
Snapshot <x>) on Logical
Drive <ID #> has been
started <x,y>.

A Snapback (based on
Snapshot <x>) on Logical
Drive <ID #> has com-
pleted <x,y>.

Snapshot <x> had an
error on Logical Drive <ID
#> (ODA #, LUN #,
Error=<error code>).

License has been modified
- the new level is <#>.

Error [0xB81 (2945)]

Error [0xB81 (2945)]

Information [0xB82 (2946)]

Information [0xB82 (2946)]

Information [0xB84 (2948)]

Information [0xB84 (2948)]

Information [0xB84 (2948)]

Information [0xB84 (2948)]

Information [0xB84 (2948)]

Error [0xB85 (2949)]

Information [0xB86 (2950)]

ODA is no longer valid because of a RAID
or snapshot error.

ODA is no longer valid.

Capacity was exceeded during last snap-
shot.

ODA was unassigned.

ODA was assigned.

Snapshot deletion has started.

Snapshot was deleted.

Snapshot was created.

A snapback operation was started by the
operator.

A snapback operation has successfully
completed.

There is a problem with the logical drive
being snapshotted.

A license update/upgrade was performed.

Event Logs

4 Restore from backup.

4 Establish a larger storage
area for this snapshotted
logical drive.

4 Restore from backup.

4 Establish a larger storage
area for this snapshotted
logical drive.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

No action necessary.

Inspect the logical drives and

arrays.

No action necessary.
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Snapshot metadata was left
in the controller cache and
the power was removed
and the battery was drained
before the cache was
flushed. A flush occurs ev-
ery two seconds. Metadata
is no longer valid. Fatal
loss of snapshots will be the
result.

There is a mismatch of
snapshot versions.

Metadata in the cache is
invalid or out of date.

Snapshot metadata is cor-
rupted.

Snapshot metadata recov-
ery was started.

Snapshot metadata
recovery from cache just
completed.

Error [0xB88 (2952)]

Error [0xB88 (2952)]

Warning [0xB88 (2952)]

Error [0xB88 (2952)]

Information [0xB88 (2952)]

Information [0xB88 (2952)]

Snapshot metadata was in the control-
ler cache when the power was removed
before the cache flushed. Followed by the
backup battery was drained with a loss of
the metadata.

Snapshot metadata has encountered a
version mismatch. There is a incompatible
version of StorView and/ or RAID Control-
ler firmware installed.

A controller was inserted that contained
old snapshot metadata in its cache.

A snapshot metadata is corrupted and
cannot be used.

A snapshot metadata recovery from cache

was automatically started by the controller.

A snapshot metadata recovery from cache
was completed.

Event Logs

Loss of snapshot, perform a
new snapshot and ensure the
power remains constant.

Update the controller firmware
to at least version 3.04.xxxx or
later, and the StorView software
to at least version 3.09.xxxx or
later.

No action necessary.
No action necessary.

No action necessary.

No action necessary.
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13.7.Failed Drives Codes

The controller maintains a list of failed drives. Drives are listed in the
following format:

Failed Drive:xx SN: <sxxxxxxx>
Reason Code

The reason code may be one of the following:

Failed Drives Reason Action
Codes
Drive Time-out The drive has either Re-insert the disk
timed out or been drive.
removed.
or

Replace the disk
drive.

Command: xx The drive has failed Replace the disk
Sense Key: yy Ext  for the specified drive.
Sense: zz command, with the

indicated SCSI sense

key and extended

sense key.

13.8.SAS Interface Error Codes

The controller maintains a list of internal SAS Interface error codes.
For these error codes the RAID Controller will automatically recover
either by a reset or re initialization.

Error Code Message

There was an Inter-Controller Link Error.

There was an Inter-Controller Link Initialization Error.
There was a SAS Discovery Timeout.

There was a SAS Discovery Error.

There was a SAS Controller Reinitialization Error.

There was a SAS Interface Error sxxxxxxxx *

* This is a generic undecoded error directly from the SAS interface
chip where the xxxooxx is an unknown hex value.
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13.9.SAS Discovery Error Codes

The controller maintains a list of internal SAS Discovery error codes.
There is no action necessary with these error codes.

An error has been detected on port 0/1 of the SAS domain
or with a SAS device during the discovery process: Max SATA
Targets.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: Multiple Paths.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: Table to Table.

An error has been detected on port 0/1 of the SAS domain
or with a SAS device during the discovery process: Multiple
Subtractive.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: SMP CRC Error.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: SMP Function
Failed.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: Route Table
Index Missing.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: Expander Out
of Entries.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: SMP Timeout.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: Expander Error.

An error has been detected on port 0/1 of the SAS domain
or with a SAS device during the discovery process: Ports With
Same Address.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: Unaddressable
Device Found.

An error has been detected on port 0/1 of the SAS domain or
with a SAS device during the discovery process: Loop Detected.

Event Logs

NOTE: A single event may contain multiple errors, in those situ-
ations the error is appended to the base message separated by a
semicolon.

Example: An error has been detected on port 0 of the SAS domain or
with a SAS device during the discovery process: Max SATA Targets;
SMP Function Failed; Loop Detected.
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14. Statistics

14.1.Overview

StorView and the RAID Controller will monitor all incoming com-
mands and calculate various statistics.

The statistics monitored include:

4+ Command Count
Command Alignment
Command Size
Read-Ahead Statistics

Write Clustering Statistics

4+ RAID 5/50/6 Write Statistics

+ e+ ¢

From the Main screen click the Logical Drive Statistics icon in the
Tool Bar.

The controller maintains individual access statistics for all logical
drives, controllers, and individual or all ports. These can be used to
help balance the load from the host.

You may also export the statistical data to a comma delimited file for
use in third-party software products.
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14.2. Access Statistics St View S

These statistics are for both reads and writes, and can be used to

. . Select Lagieal Drive : | All Logical Drives vI _GLEAR | EXPORT|
tune the operating system for optimum performance.
CONTROLLER, 0 & 4 porT: Co C 1 @ potH
ACCESS ‘ CiiD SIZE ¢ ALIGHRAE NT f READ-AHEAD = COmMAND CLUSTER |
Every time statistics are viewed, the controller first outputs the time
since the statistics were last reset. READ WRITE

SOILSILVLS

However, the statistics can be cleared at any time. This is useful in
determining the access pattern for a particular test or period of time.

Since Statistice were Reset (6/12/2008 10:20:28 AM)
L. Read Write
Reads This is the average number of MBs trans- Ho.of Operations: 1 8
. Bytes Transferred : 53 KB 4 KB
ferred in the last few seconds from the
logical drives, controllers or ports. This
value is expressed in MB/seconds.

Writes This is the average number of MBs trans-
ferred in the last few seconds to the logi-
cal drives, controllers or ports. This value
is expressed in MB/seconds.

No. of Operations This is the total number of read and write
accesses that have occurred since these
statistics were reset, or the controller was
last powered on.

Bytes Transferred This is the fotal number of bytes read
and written since these statistics were re-
set, or the controller was last powered
on.
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14.3. Command Size - Alignment Statistics St View STATISTICS

Command size statistics express the percentage of commands whose

L o . . SELEGT LOGICAL ORIVE: [A Logea rves ] e =<
size is as specified. The Alignment statistics is the percentage of com- e
) . CONTROLLE ] gT: (o 1 @ eomH
monds whose oddress ollgned on fhe specn(led oddress boundory. ﬂ ACCESS | D SIZE  AUGNMENT Y READ-AHEAD COMMAND CLUSTER |
j_>| [Command Sl:.o\___;_-_ il
— Read e Write =
g . - JERE i
te : te :
— P:r:aniaga af raad =1e F‘:rr;niags of wiita ]
O commands issusd by =32 commands issusd by =32
tha host whosa siza is Zed tha host whose siza is =5
Bl | o5 specitied. This e as specified This o
information can be used =128l information can be used <1Eg
ol ith thi i 13 lo ith thi it
Cormmamdl | B d in th " £ ds wh e M <~ b D o
pressed in the percentage of commands whose ok st P - st N
q 9 3 o[ . LN EE LUN T
Size size is specified for reads and writes. The values are hE! 1
2 2
displayed with a horizontal bar for each value. The B Ieeal et sead 2 I teeal
lack of a bar displayed for a specific value indicates Riignment
. . Read <o I | \Writ, —k —
it is 0% (or less than 1%). For example, consider a o g e 2
Mote : 18 Note © 16
. . . 32 & 22
read or write command from a host system with Logi- e e il
. dd i d th dd: Ik d th
cal Block Address (LBA) 0x0000070, and access size il spocified addrase | *
. . ) boundary. }%m boundary. }%m
0x80, expressed in decimal 128. Using 512 byte

blocks on the disk drives, it can be seen that this is a
read of 64 Kbytes, which is the command size.

Alignment  This is the percentage of commands whose address
is aligned on the specified chunk boundary. The
alignment of a command from a host system is de-
termined by the command’s address. In an optimal
system, a write of one chunk of data would reside
exactly within a chunk on one disk. However, if this is
not the case, this write will be split up into two sepa-
rate writes to two different data drives. This of course
will have a negative effect on performance. To over-
come these problems, the user can, with more so-
phisticated operating systems, set the access size and
alignment to an optimal value. These statistics can
help the user to tune the operating system.

How to To calculate the alignment, we check the LBA for the

Use Com-  largest number of blocks that will evenly divide into itf,

mand Size  in powers of 2. So, we can see that in this case, the

and Align-  alignment is 0x10 = 16 blocks. This equates to 8K.

ment The alignment, in conjunction with the access size,
gives an indication of how many drives are involved
in an access. In the above example, consider a RAID
5/50/6 array with a chunk size of 64K. In this case,
the above access will actually involve 2 data drives,
since it needs to access 8K in the first drive (0x80
— 0x70 = 0x10 blocks = 8K), and the remaining
56K in the next drive (Ox70 blocks = 56K). This is
clearly inefficient, and could be improved by setting
the alignment to 64K on the operating system. If that
is not possible, using a larger chunk size can help,
as this reduces the number of accesses that span
chunks. Aligning an access on the same value as the
access size will improve performance, as it will en-
sure that there are no multi-chunk accesses for com-
mands that are smaller than a chunk size.
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14.4.Read-Ahead Statistics S View STATISTICS

If sequential read commands are sent to the controller, it assumes

) . Selact L o ;IAHLugicaIDriues -I _cLear | ExPoRT|
that the commands which follow may also be sequential. It can then S
. . o conTRoLLER: o 4 pefT: T o O 1% poTH
go and perform a read of the data, before the host requests it. This bl access | cuD 9zE/ AUGNMENT | READ-AHEAD | JOMMAND CLUSTER |
improves performance, particularly for smaller reads. The size of the i LIE LR —
. .. . e Avg: 2 Max : 11
read-ahead is calculated based on the original command size, so 7 Hote
the controller does not read too much data. The controller maintains O i et L s el
w command queue whenever it receives a new

statistics for all read-ahead commands performed. fead sommand that k not saisied by an exising
readahead cache buffer. The controller will
search back for up to eight commands to see if
the new sommand is sequential to any of the soisd
previous commands. it is, then the data access

pattern is determined to be sequential, and =0 3

readahead is performed

INTERVAL

il

doosd

WA A UKE

dahead © q

. .. Hit Rate : 47% Efficiency : 1%
Sequential  In defermining whether to perform a read-ahead or Hi,

Percentage of read command hits versus the total number of read commands that
have been issued. This gives an indication of the sequential nature of the data
acoess patten fram the host

Command  not, the controller will search back in the command

Interval queue whenever it receives a new read command

that is not satisfied by an existing read-ahead cache

buffer. In a multi threaded operating system, com-
mands from one thread may be interspersed with
commands from another thread.

This requires that the controller not just check the
immediately previous command. The controller
will search back for a number of commands, to
see if the new command is exactly sequential to
any one of these previous commands. If it is, then
the controller determines that the data access pat-
tern is sequential, and so performs a read-ahead.
These statistics record the average number of com-
mands the controller must search back for when it
finds a sequential command match, the maximum
number, and also the percentage for each one of
these values. These give an indication of the multi
threaded nature of the host.

Read- This is the percentage of read command hits ver-
Ahead sus the total number of read commands that have
Command been issued. This gives an indication of the sequen-
Hit Rate tial nature of the data access pattern from the host.
Read- This is the percentage of the number of read com-
Ahead mand hits versus the projected number of read-

Command ahead command hits.  This is a measure of the

Efficiency efficiency of the read-ahead algorithm. A low value
means that much of the data that the controller
reads in the read-ahead command is not actually
requested by the host.
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14.5. Command Cluster Statistics

To increase performance, the controller can cluster sequential write
commands together to create a larger write command. This results
in less commands being sent to the disk drives. Additionally, if suf-
ficient data is clustered by the controller, then it can perform a full
stripe write for RAID5/50/6 arrays. This significantly improves per-
formance. In cases where the host does not send a sufficient number
of outstanding writes, writeback cache can be used to delay the write
to disk, increasing the likelihood of clustering more data.

Write This is the percentage of the number of write
Cluster commands that are part of a cluster versus the
Rate total number of write commands that have been

issued. This gives an indication of the sequential
nature of the data access pattern from the host,
and of the performance of the writeback cache.

RAID This is the percentage of the amount of data
5/50/6 that is written as a full stripe write versus the total
Full Stripe amount of data written. This gives an indication

Write Rate of the sequential nature of the data access pat-
tern from the host, and of the performance of the
writeback cache, for RAID 5/50/6 arrays.

Command When the controller clusters a write command,
Cluster it may cluster a large number of them together.
Count These statistics record the average and maximum
number of commands the controller clusters, and
also the percentage for each one of these values.

Command  In defermining whether to cluster write commands
Cluster or not, the controller will search back in the com-
Interval mand queue whenever it receives a new write com-

mand. In a multi threaded operating system, com-
mands from each thread may be inferspersed with
commands from another thread. This requires that
the controller not just check the immediately previ-
ous command. The controller will search back for
a number of commands, to try to defermine if the
new command is exactly sequential to any one of
these previous commands. If it is, then the control-
ler determines that it can cluster these commands.

These statistics record the average and maximum
number of commands the controller must search
back for when it finds a sequential command
match, and also the percentage for each one of
these values.
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SELECT LOGICAL DRIVE: | All Logical Drives x|

CONTROLLER: @ 0 1 port: Co 1

ACCESS

| CMDSIZEf ALIGNMENT | READ-AHEAD]

Write Cluster Rate
95%

Statistics

(Command Cluster Interval

Avg : 1 Max : 16

Note :

In determining whether to cluster wile commands.
ornot, the controller will search back in the
command quaue whenever it raceives a new wiita
command. It will search back for a numbar of
commands to try and determine if the naw
command i of sequential natura. If it is, then the
contraller will cluster thase

INTERVAL

¥

Command Cluster Count

Avg : 3 Max : 40

Note: E
‘When the controller clusters a write command, it~ Z
may cluster a large number of them togethar 2
These statistics recard the avg and max number of §
commands that the cantroller clusters, and also the
percentaga for aach ana of thess values. Thasa

can be used to tune the fis system.
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15. Optimizing Write Performance

15.1.Introduction

With a typical RAID 5 implementation, there are a number of steps ]
that are performed when data is written to the media. Every write P (20-23) | C20 c21 c22 c23 Stripe 5
from the host system will typically generate two XOR operations and C16 C17 Cc18 c19 P (16-19) | Stripe 4
their associated data transfers, to two drives. If the accesses are

sequential, the parity information will be updated a number of times C12 Cc13 C14 P (12-15)|C15 Stripe 3
in succession. However, if the host writes sufficient data to cover a .
complete stripe, the parity data does not need to be updated for €8 o8 o il i Slipe2
each write, but it can be recalculated instead. This operation takes Cc4 P(@4-7) |C5 c6 c7 Stripe 1
only one XOR operation per host write, compared to two for a stan-

dard RAID 5 write. The number of data transfers necessary are also P (0-3) co C1 C2 C3 Stripe 0

reduced, increasing the available bandwidth. This type of write ac-
cess is termed a “Full Stripe Write.”

NOTE: This appendix was written for RAID 5. However, with RAID 6
which uses two parity drives, the size of the stripe based on the num-
ber of data drives multiplied by the chunk size principle is the similar.

The illustration at right displays the distribution of data chunks (de-
noted by Cx) and their associated parity (denoted by P(y-z)) in a
RAID 5 array of five drives. An “array” is defined as a set of drives,
on which data is distributed. An array will have one RAID level. A
“chunk” is the amount of contiguous data stored on one drive be-
fore the controller switches over to the next drive. This parameter is
adjustable from 64K to 256K, and should be carefully chosen to
match the access sizes of the operating system. A Stripe is a set of
disk chunks in an array with the same address. In the example at
right, Stripe O consists of CO, C1, C2, and C3 and their associated
parity P(0-3).

Maximum performance will be achieved when all drives are per-
forming multiple commands in parallel. To take advantage of a Full
Stripe Write, the host has to send enough data to the controller.
This can be accomplished in two ways. First, if the host sends one
command with sufficient data to fill a stripe, then the controller can
perform a Full Stripe Write. Alternatively, if the host sends multiple
sequential commands, smaller than a stripe size (typically matching
the chunk size), the controller can internally combine these com-
mands to get the same effect. In the above example, if a 256K
chunk size is used, then the stripe size is TMB (4 chunks * 256K). So,
for maximum performance, the host could either send 5 * 1T MB write
commands, or 20 * 256K write commands.

The effectiveness of the controller’s ability to perform a Full Stripe
Write depends on a number of parameters (see following sections).
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1 5,2, Seq Uenflql Access P (56-62) | C56 C57 C58 C59 C80 ce1 ce2 Stripe 8
c49 Cs50 |cs1  |Cs2 | C53 | C54 | C55 | P (49-55)| Stripe 7
If the commands sent from the host are not sequential, the controller ,
' - c42 ca3  |cas |cas  |cas | car  |P4248)| c48 | Striped
will not be able to cluster them together. So, unless each individual
: - ) . : o c35 C36 | C37 |C38 | C39  |P(20-23) Cs1 ce2 | Stipes
access is sufficient to fill a stripe, a Full Stripe Write will not occur.
c28 c29  |c30 |C31  |P(8a4)caz | c33 | ca4 | Stiped
c21 c22  |c23  |p(at-2n|cza | c2s | c2s | c27 | Stipe3
. c14 c15  |P(1420) C16 |ci7  |cis  |ct9 | c20 | Stripe2
15.2.1. Number of Outstanding Commands p e I o e e [P
For the controller to successfully cluster commands, there has to be P(6) |Co ci c2 c3 ca c5 c6 Stripe 0

a number of write commands sent simultaneously. Setting the host
to send up to 64 commands should prove adequate. Alternatively,
enabling writeback cache will have a similar effect, as the controller
can then cluster sequential commands even if the host only sends a
small number of commands at a time.

15.3.Access Size

With very small accesses, it is necessary to have a large number of
commands to cluster together to fill up a full stripe. So, the larger
the access size the better. It is best to use an access size that will fill
a chunk. Of course, even if a stripe is not filled up, small sequential
writes will still benefit from command clustering.

15.3.1. Access Alignment

The alignment of a command from a host system is determined by
the command’s address. In an optimal system, a write of one chunk
of data would reside exactly within a chunk on one disk. However,
if this is not the case, this write will be split up into two separate
writes to two different data drives. This will have a negative effect on
performance. To overcome these problems, the user can, with more
sophisticated operating systems, set the access size and alignment
to an optimal value.

As can be seen from Fig. 172, to get the highest performance from
this system, it is necessary to have a number of stripes being written
in parallel. As the array expands, with more and more drives, the
number of commands (and amount of sequential data) necessary
to do this increases.

In Fig. 172, we can see that seven chunks of sequential data are
necessary to fill a stripe. To have multiple commands active for all
disk drives, this requires more data than for the case with five drives.
As can be seen, this number will increase as the number of drives
increases. If a large number of drives are used, it may get difficult
to achieve maximum performance, as it becomes more difficult to
cluster a large number of commands to achieve a Full Stripe Write.
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1 5 .4. SU b-Array P (40-43) C40 ca41 Cc42 C43 P (44-47)] C44 C45 C46 c47 Stripe 5

€3z €33 C34 c3s P (32-35)| C38 c37 Cc38 c3e P (36-39)| Stripe 4

The difficulty in realizing the maximum performance possible intro- c2 c2s  |cw  |P@ean|cx | cs | | ca | P8an) C | Siped

duces the concepf of a sub—orroy. c18 c17 P (16-19)| C18 c19 c20 c21 P (20-23) C22 c23 Stripe 2

c8 P(8-11) | C8 cio c11 c12 P(12-15) C13 c14 Cc15 Stripe 1

Suppose an array consisted of two RAID 5 sets, see Fig. 173. If these PR3 |co  jo1 jc2 I L T e R Sirips 0
are then striped, the resulting array would appear as shown at right.
In this case, in order for a Full Stripe Write to be performed, it is still
only necessary to cluster four write commands together, as opposed
to the seven necessary as indicated at right. The array of drives ap-
pears as two separate sub-arrays, each with its own rotating parity.

P c60 cB1 ce2 ce3 P co4 cBs5 ces cer P co8 1] cra C71  |Stripe 5

. - CdE C4g €50 cs1 | P c52 €53 C54 €55 | P Cc56 | c57 C58 c59 P Sripe 4

It can be seen that the more sub-arrays used, the more likely it is for P T e P e e Pl

a Full Stripe Write to occur, and hence the higher the performance. O B N O o e i R O O O . B

) . . . . ciz | P c13 |ci4 |cis |cB [P ci7 |cie |c1s |cw | P c21 | c22 | czs |stipet

It is recommended to use either four or five drives in a sub-array, T Ta o e To 17 1o T T To 7 Ta oo o Ton lomes

for best performance. Fig. 174 shows that even with 15 drives, it is
still possible to perform Full Stripe Writes, by clustering together 4
chunks of data.

15.5. Multiple Drive Failures

In a configuration with multiple sub-arrays, it is possible for the ar-
ray to sustain multiple drive failures, provided that there is only one
failure in each sub-array.

15.5.1. Faster Rebuild

A rebuild operation must read data and calculate parity from all the
remaining drives in the array. If multiple sub-arrays are used, this
means that it is only necessary to read the data from the remain-
ing drives in the sub-array, not all of the drives in the array. This
increases both the rebuild speed and the speed of access to missing
data, which also has to be recreated from the remaining drives.

15.6.Summary

In summary, for maximum performance, it is recommended to use
four or five drives in a sub-array. If there are more than five drives in
a sub-array, it is better fo use a smaller chunk size, say 64K or 128K,
as this will lead to more Full Stripe Writes.
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16. Troubleshooting

16.1.Problems You May Encounter

This appendix provides typical solutions for problems you may en-
counter while using StorView to control and manage the storage
systems. Also refer to the Event chapter, and review the cause and
actions for each event listed.

Troubleshooting

Continuous indica-

tions that the partner
controller has failed or is
missing.

Password Error

Lost communication with
the RAID Controllers.

Hot spare not auto-
matically starting when
drive failure occurs in a
redundant array in which
a global or dedicated
hot spare is defined.

A partner controller in an Active-
Active configuration has failed or
was removed.

Operating in a Stand-Alone con-
figuration with Single Controller
Mode not selected.

Password not accepted at log in.

Password was forgotten or lost.

Service is hung.

The Auto Rebuild option is not
enabled in the Controller Param-
eters.

Hot spare disk drive is too small to
be used for the drive replacement.

Waiting for a valid replacement
drive to be inserted.

Until the partner controller is replaced, temporarily enable Single Con-
troller Mode in the Controller Parameters tab.

Be sure to disable this option when the partner controller is to be re-
placed.

If you are operating in a Stand-Alone configuration, enable the Single
Controller Mode setting in the Controller Parameters tab.

Password is case sensitive, ensure that the password is entered correctly.

Contact technical support for the procedures to recover from a lost or
missing password.

Restart the StorView service. Access the Control Panel and double-click
on Services. Locate the StorView Service and click Stop. Once the service
has stopped, click Start and retry the connection by clicking the RESCAN
button on the StorView Main screen.

On Linux system access the process viewer and stop the StorView Pro-
cess. Restart the process and click the RESCAN button on the StorView
Main screen.

Open the Controller Information window (click the Controller icon),
place a check mark in the box by clicking the check box on the Auto
Rebuild parameter.

Ensure that the disk drive defined as a hot spare is equal to or greater
than the size of the drive members of the arrays.

Auto Rebuild is not selected and no hot spare drive is assigned, but
Auto Hot Spare is enabled. The array will begin rebuilding once a valid
replacement drive is inserted in the drive slot of the failed drive.
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Consistently occurring
time out errors when the

browser window is open.

Shared Memory Error is
displayed.

After switching drives
and/or controllers from
one storage solution en-
closure to another, one
of the solutions reports
that the storage solution
is being monitored by
another host.

Inadvertently pulled the
incorrect drive from the
enclosure and the array

is dead.

Host HBA parameter settings are
not configured for best perfor-
mance optimization.

The CGl script manager may have
not released a segment of shared
memory.

Multiple Configuration WWNs
being used.

Possible incorrect drive identifica-
tion and removal.

Troubleshooting

Access your Host HBA setftings and make the following changes:
Execution Throttle improve general I/O performance by allowing more
commands on the fibre bus. Do this by changing your host bus adapter’s
execution throftle parameter to 256.

Scatter/Gather: (Microsoft Windows) Increase the general 1/O perfor-
mance by allowing larger data transfers. Do this by editing the “Maxi-
mumSGlList” parameter in the register. The recommended hexadecimal
value is “ff.” The path is:

This may occur when heavy I/O is happening at the same time you are
accessing StorView. If this occurs you will need to stop and then restart
the StorView Server service.

If you have been interchanging configured drives or controllers between
storage solutions you may have a situation where multiple solutions are
now sharing the same Configuration WWN. This can be corrected by
changing the Configuration WWN value found in the Controller Param-
eters on either of the storage solutions. After making this change, all
participating host systems will require a reboot.

If by mistake you remove a working drive member instead of the failed
drive, this can cause the array to fail. In most cases you can simply re-
insert that drive that was incorrectly removed and the array will return to
the same state it was in prior to removing the drive.

For RAID 5/50/6 arrays, a drive failure will put the array in a critical
state, if a hot spare was available the array should go info a rebuild
mode. If you inadvertently remove one of the known good drives that is
in the process of rebuilding, the rebuild operation will stop. Once you
re-insert the incorrectly removed drive the array will return to the critical
state and the rebuild process will start again. If you did not have a hot
spare assigned, the array will be in a critical state. If you inadvertently
remove a known good drive instead of the failed drive the array will
change to a failed array state. Re-inserting that inadvertently removed
drive will put the array back into a critical state. Replacing the failed
drive will cause the array fo begin a rebuild operation provided that you
assign it as a hot spare or, if the Auto Hot Spare option was enabled the
rebuild will begin automatically as the new replacement drive is installed.
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Inadvertently pulled the
incorrect drive from the
enclosure and the array
is dead. (continued)

The controller’s IDs and/
or Configuration WWN
was changed and now
there is a communica-
tion failure.

StorView displays a
message: “No storage
solution found.”

| received the following
message: “Lost commu-
nication with server. The
server maybe down.”

During heavy data I/O,
when | try to make a
configuration change |
get a failure saying that
the controller is busy.

Enclosure image on the
Main screen is dimmed
or greyed out.

Cannot start SSL
StorView while using a
Microsoft Proxy Server.

Possible incorrect drive identifica-
tion and removal. (continued)

When you changed the controller
IDs, a new nexus is established
which requires the operating sys-
tem and software to establish new
communication paths.

The host operating system is not
able to see the storage solution.
Ensure that the Fibre devices ap-
pear in your HBA’s BIOS.

During heavy host operations
and/or data /O, the system may
become too busy to complete CGl
requests from the GUI in the time
allocated.

The controller’s onboard resourc-
es are consumed.

Enclosure Support option has

been disabled.

Issue with allowing the secure port
on the proxy.

Troubleshooting

For RAID O arrays, if you inadvertently remove a known good drive, the
array will become dead. Once you re-insert the incorrectly removed
drive the array will return fo its working state.

For RAID 1/10 arrays, if you inadvertently remove a known good drive,
the array will become failed. Once you re-insert the incorrectly removed
drive the array will return to its previous state. If the array was critical,
you can then replaced the known failed drive with a working drive and
assign it as a hot spare and the array will begin rebuilding.

NOTE: For all arrays removing a drive as described above will cause all
current processing I/O from the controller to stop. Any I/O in progress
may have been lost or cause a corrupt file. Be sure to verify all data
stored during this type of incidence to ensure data reliability.

If you using Microsoft Windows you can use the StorView “RESCAN”
feature to relocate the storage solution(s).

Ensure that you have the latest driver installed for your HBA. Probe the
SCSI enclosure to ensure that you see the solution.

Reboot the host and the storage system.

After several updated attempts have failed you will see this message. At
this time you can try to use the Browsers’ refresh function to reload the
StorView GUL. If that is unsuccessful, you may need to stop and then
restart the StorView Server service. If you continue to receive that mes-
sage, close the browser and wait until I/O traffic has settle down before
opening the StorView GUI back up.

You will still continue to receive email notifications and Event logging.

Configuration changes during heavy I/O are not recommended. You
can either wait until there is less data traffic or keep re-trying the com-
mand until it is successful.

Access the Controller Information window by clicking the Controller icon.
Verify the option “Enclosure Support” is check and click APPLY. Close the
window.

Refer to section 4. 1. Starting StorView for details on issues with a proxy
server.
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17. More on SnapShot

17.1.0verview

This chapter is provided to give a more in depth look at Snapshoft,
in order to provide a better understanding of the technology used.

The Snapshot engine has been designed to give the user consider-
able flexibility when setting up and performing snapshot and snap-
back operations. A snapshot allows the user to recreate a point in
time image of a logical drive that contains exactly the same data at
the point the snapshot was taken.

To recreate the data of the snapshot, a snapback is initiated. This
will cause the controller to copy data from the Overwrite Data Area
(ODA) back to the snapshotted logical drive. Once completed, the
logical drive will now contain exactly the same data as it did af the
time of the snapshot.

A snapshot image can also be presented back to the host server as a
snapshot (virtual) logical drive, in which the server will see this virtual
LUN and its data just like any other logical drive.

One of the most important components of Snapshot is the Overwrite
Data Area or ODA. The ODA serves as a storage area for disk data
that needs to be protected from being overwritten by new data after
a snapshot was issued.

17.2.Terminology

The following describes some of the terminology used when working
with Snapshot.

Internal An internal logical drive is identical to a regu-
Logical lar logical drive except that it is NOT made
Drive visible to a host adapter as a LUN. Instead

internal logical drives are used for setting up
snapshot ODA that are only accessed inter-
nally by the RAID controller.

Overwrite An infernal storage area on an array that is dedi-

Data Area, cated fo storing data from a snapshotted logical

ODA drive. The data stored on the ODA is the data
from the logical drive that needed to be overwrit-
ten after a snapshot was initiated. The ODAs are
mapped on top of internal logical drives. An ODA
cannot be accessed externally through a host
LUN. They are only accessed internally.

Snapback

Snapshot

Snapshot
Number

Snapshotted
LD

ODA Size

ODA Stripe
Size

Virtual LUN
or Snapshot
LUN

More on Snapshot

The process of restoring a logical drive from
a selected snapshot. This process takes place
internally in the RAID controller firmware and
needs no support from any backup utility.

A method for producing a point-in-time image
of a logical drive. In the process of initiating
a snapshot, no data is actually copied from
the snapshotted logical drive. However as new
writes are made fo a snapshotted logical drive,
existing data blocks are copied to the ODA be-
fore the new data is written to the logical drive.

|dentifier that references one of several snap-
shots of the same logical drive.

A logical drive that has one or more snapshots
initiated on it.

The size of the Overwrite Data Area.

The read/write block size that the system will

use when copying data from the original logical
drive to the ODA.

A special LUN created from a combination of
the snapshotted logical drives’ data and the
data contained in the ODA.
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17.3.Overwrite Data Area

The Overwrite Data Area (ODA) is a reserved area on the disk array
used for storing data from logical drives that are operating under a
snapshot condition. They cannot be made visible as LUNs like other
logical drives.

Up to 256 ODAs can be configured. Each ODA can have any ca-
pacity assigned to them and they can be mapped onto any disk
array with any RAID level (except RAID 6), chunk size and stripe size.

Once the ODA is created, snapshots can be taken on a logical drive
at any time. Each logical drive can have up to 64 snapshots issued.

ODA initialization is performed automatically by the RAID Controller
during configuration. The user will only need to provide one param-
eter during initialization and that is the ODA strip size. This defines
how much data that will be protected per copy on write operation.
When the snapshot engine receives a write command and has de-
termined the underlying data must be protected, the size of the read
and write commands will be determined by the ODA stripe size. If
the ODA stripe size is set to 128Kbytes, then the protective read
write will be done on 256 disk blocks at a time.

17.4.0Overwrite Data Area Location

The overwrite data areas can be configured in two different ways.
On the same disk array as a regular logical drive or on one or more
separate disk arrays dedicated for the use of ODAs.

If the ODA area is located on the same physical disk array as the
logical drive being snapshotted, the performance of both reads and
writes to the logical drive will be affected. Instead if the ODA area
is located on its own dedicated disk array, it results in much better
performance characteristics.

It is always preferred to dedicate a disk array to be used exclusively
by one or more ODAs.

17.5.Selecting the ODA Stripe Size

During ODA initialization, the user is asked to select a stripe size
for the ODAs. Five different options are available: 64 Kbytes, 128
Kbytes, 256 Kbytes, 512 Kbytes, and 1 Mbyte. In an array with mul-
tiple ODAs defined, each ODA can be set up with its own stripe size
different from the other ODAs.

The ODA stripe size represents the size of the data area that is always
protected during a snapshot copyon- write operation. Choosing the
best ODA stripe size is not possible without some knowledge about

the intended write data access pattern on the logical drive to be

More on Snapshot

snapshotted. The ODA saves data to be overwritten in multiples of
its stripe size. A large stripe size will offer a smaller number of data
areas while a smaller stripe size will offer more data areas.

If the server application issues a high percentage of small writes in a
random address pattern, then it will be better to select a small ODA
stripe size such as 64 Kbytes. That way the ODA has a lot of smaller
data areas to use for a large amount of small random writes. A dis-
advantage will be that the probability for follow on hits in an already
protected area of the logical drive is smaller compared with using a
larger ODA stripe size.

If the server application issues a high percentage of small random
writes clustered together in groups on the logical drive, then it would
be preferred to use a large ODA stripe size. This increases the prob-
ability that other small writes will be addressed to a disk area that is
already protected by a larger stripe of data.

This will minimize the amount of copy-on-write sequences needed
and therefore minimize the impact on the disk array’s performance.
The disadvantage would be that the total number of ODA stripes
would be reduced if the write access pattern suddenly became very
random in its nature.

For applications that perform a large percentage of sequential writes
it would be best to select a larger ODA stripe size to minimize the
amount of copy-on-write operations needed. The results will be bet-
ter performance.



LaCie StorView Storage Management Software

User Manual

More on Snapshot
page 157

17.6.Overwrite Data Area Storage
Capacity

The maximum storage capacity of an ODA is dependant on the
ODA stripe size.

ODA Stripe Size ODA Storage Capacity

64 Kbytes 512 GBs

128 Kbytes 1 Terabyte
256 Kbytes 2 Terabytes
512 Kbytes 4 Terabytes
1 Mbyte 8 Terabytes

If the Overwrite Data Area storage space gets close to running out of
storage space, it will alert the user. If the Overwrite Data Area does
get filled to its limit and can no longer store copy-on-write data, the
Snapshot will become out of phase with the underlying snapshotted
logical drive resulting in all Snapshots for this logical drive being
invalidated by the RAID Controller.

17.7.0DA Assignment

Each logical drive can be snapshotted up to 64 times. Each one of
these 64 snapshots represents a full virtual copy of the snapshotted
logical drive at the point in time of the snapshot.

Before snapshots can be issued on a logical drive an ODA area
must be assigned for its use. Once the ODA has been assigned it
will remain assigned as long as it is needed.

17.8.Snapshots and Caching

It is of the highest importance that disk data caching be handled
properly when using the RAID Controller snapshot engine.

The purpose of a snapshot is to generate a point-in-time refer-
ence marker that allows a system administrator restoration of a
logical drive data to the state it was at the time the snapshot was
taken. Due to disk data caching, it is required to keep track of
the status of the various caches present in the server installation
environment. A server might believe a block of data has been
committed to the disk when it is actually kept waiting in the RAID
Controller cache. Likewise, an application such as a database
might believe its data has been saved on the disk but in reality

the data still resides in the server OS cache and has not yet been
sent to the disk array.

17.8.1. Application Caches

Advanced applications, such as databases, might implement their
own data cache to speed up execution. Before a snapshot can be
issued this application cached data must be flushed. If the applica-
tion does not provide a means to flush its cache, close down the
application before the snapshot is issued.

Refer to your application user documentation for more information.

17.8.2. Operating System Cache

The second highest level of caching disk data is provided by the
operating system (OS). The OS will dedicate a large percentage of
its DRAM space to be used for disk data caching. It is required to
ask the OS to flush its entire disk cache just before the snapshot is
issued.

Refer to your operating system user guide for more information.

17.8.3. RAID Controller Cache

The RAID Controller(s) implement large caches for disk data. A large
portion of these caches are used as delayed writeback caches for
holding data blocks not yet written to the disk drives. It is very im-
portant to have the RAID Controller(s) perform a flush of its cache
before a snapshot is started.

17.9.Virtual LUNs

Virtual LUNs are also known as snapshot LUNs and can be made
available for access through a dynamically created LUN. Reads is-
sued to a virtual LUN will be serviced in a similar way to reads
issued to a normal LUN. The data will be the exact data as it were
at the time of the snapshot. This allows an application, such as disk
backup software to perform a backup operation of the Virtual LUN.

A virtual LUN will respond to any type of incoming SCSI command
in the same way as the original logical drive. The exception is with
write commands, since the snapshots represent frozen data in time,
it is not allowed for the host to modify this data.
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17.9.1. Virtual LUN Numbering

Each Virtual LUN will be presented to the host side as a regular logi-
cal drive (LUN). A logical unit number will be assigned and used by
the accessing host. These LUN numbers are automatically assigned.

Up to 256 ODAs can be defined within the array. Therefore the
ODAs are numbered 0-255. Each ODA can store up to 64 snap-
shots, so the snapshot number will range between 0-63. The pos-
sible range for the Virtual LUNs are 0-511.

The side effect of LUN numbering is a conflict with a normal LUN is
high. Therefore, the virtual LUNs are not automatically made visible
to the host system. This is accomplished using LUN mappings and
each Virtual LUN is manually assigned a LUN number that will then
become visible fo the host.

Example: a disk array with three normal data LUNs configured as
LUN 0-2 and one ODA, will have its first Virtual LUN numbered O.
To avoid a conflict between the original data LUN O, the Virtual LUN
will have to be LUN mapped to a non-conflicting LUN number, e.g.,
LUN 10. All accesses to LUN 10 will then be translated into Virtual
LUN O internally by the RAID Controller.
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18. Contacting Customer Support

18.1.LaCie Technical Support Contacts

LaCie Asia, Singapore, and Hong Kong LaCie Australia

Contact us at: Contact us at:
http://www.lacie.com/asia/contact, http://www.lacie.com/au/contact
LaCie Belgium LaCie Canada

Contact us at: Contact us at:
http://www.lacie.com/be/contact/ (Francais) http://www.lacie.com/caen/contact/ (English)
LaCie Denmark LaCie Finland

Contact us at: Contact us at:
http://www.lacie.com/dk/contact http://www.lacie.com/fi/contact
LaCie France LaCie Germany

Contact us at: Contact us at:
http://www.lacie.com/fr/contact http://www.lacie.com/de/contact
LaCie ltaly LaCie Japan

Contact us at: Contact us at:
http://www.lacie.com/it/contact, http://www.lacie.com/jp/contact,
LaCie Netherlands LaCie Norway

Contact us at: Contact us at:
http://www.lacie.com/nl/contact http://www.lacie.com/no/contact
LaCie Spain LaCie Sweden

Contact us at: Contact us at:
http://www.lacie.com/es/contact http://www.lacie.com/se/contact
LaCie Switzerland LaCie United Kingdom

Contact us at: Contact us at:
http://www.lacie.com/chfr/contact/ (Francais) http://www.lacie.com/uk/contact
LaCie Ireland LaCie USA

Contact us at: Contact us at:
http://www.lacie.com/ie/contact http://www.lacie.com/contact,

LaCie International
Contact us at:
http://www.lacie.com/intl/contact
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19. Warranty Information

LaCie warrants your drive against any defect in material and work-
manship, under normal use, for the period designated on your war-
ranty certificate. In the event this product is found to be defective
within the warranty period, LaCie will, at its option, repair or replace
the defective drive. This warranty is void if:

4 The drive was operated/stored in abnormal use or mainte-
nance conditions;

4 The drive is repaired, modified or altered, unless such repair,
modification or alteration is expressly authorized in writing by
LaCie;

4 The drive was subjected to abuse, neglect, lightning strike,
electrical fault, improper packaging or accident;

4 The drive was installed improperly;
4 The serial number of the drive is defaced or missing;

4 The broken part is a replacement part such as a pickup tray,
efc.

4 The tamper seal on the drive casing is broken.

LaCie and its suppliers accept no liability for any loss of data during
the use of this device, or for any of the problems caused as a result.

LaCie will not, under any circumstances, be liable for direct, special
or consequential damages such as, but not limited to, damage or
loss of property or equipment, loss of profits or revenues, cost of
replacement goods, or expense or inconvenience caused by service
interruptions.

Any loss, corruption or destruction of data while using a LaCie drive
is the sole responsibility of the user, and under no circumstances
will LaCie be held liable for the recovery or restoration of this data.

Under no circumstances will any person be entitled to any sum
greater than the purchase price paid for the drive.

To obtain warranty service, call LaCie Technical Support. You will
be asked to provide your LaCie product’s serial number, and you
may be asked to furnish proof of purchase to confirm that the drive
is still under warranty.

All drives returned to LaCie must be securely packaged in their origi-
nal box and shipped with postage prepaid.

IMPORTANT INFO: Register online for free technical support:
www.lacie.com/register
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